
www.hp-see.eu

HP-SEE
Using CUDA numerical 

libraries

Dušan Stanković, Petar Jovanović
Scientific Computing Laboratory

Institute of Physics Belgrade
dusan.stankovic@ipb.ac.rs, petarj@ipb.ac.rs

The HP-SEE initiative is co-funded by the European Commission under the FP7 Research Infrastructures contract no. 261499

mailto:dusan.stankovic@ipb.ac.rs
mailto:petarj@ipb.ac.rs


Agenda

• CUDA Showroom
• cuBLAS
• cuFFT
• cuRAND
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CUDA Showroom

GPU Applications: http://www.nvidia.com/object/gpu-applications.html
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cuBLAS(1)

• Key features
– Complete support for all 152 standard BLAS routines
– Single, double, complex and double complex data 

types
– Support for CUDA streams
– Fortran bindings
– Support for multiple GPUs and concurrent kernels
– Batched GEMM API
– Device API that can be called from CUDA kernels
– Batched LU factorization API
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cuBLAS(2)

• Performance
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cuBLAS(3)

• Performance
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cuBLAS(4)

• Performance
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cuFFT(1)

• Key features:
– 1D, 2D, 3D transforms of complex and real data types
– 1D transform sizes up to 128 million elements
– Flexible data layouts by allowing arbitrary strides between 

individual elements and array dimensions
– FFT algorithms based on Cooley-Tukey and Bluestein
– Familiar API similar to FFTW Advanced Interface
– Streamed asynchronous execution
– Single and double precision transforms
– Batch execution for doing multiple transforms
– In-place and out-of-place transforms
– Flexible input & output data layouts, similar to FFTW Advanced 

Interface
– Thread-safe & callable from multiple host threads
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cuFFT(2)

• Performance
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cuFFT(3)

• Performance
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cuRAND(1)

• Key features:
– Flexible Usage Model

● Host API for generating random numbers in bulk on GPU
● Inline implementation allows use inside GPU functions/kernels, or in 

your host code
– Four High-Quality RNG Algorithms

● MRG32k3a
● MTGP Merseinne Twister
● XORWOW pseudo-random generation
● Sobol' quasi-random number generators, including support for 

scrambled and 64-bit RNG
– Multiple RNG Distribution Options

● Uniform, normal, log-normal, Poisson distribution
● Single or double precision
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cuRAND(2)

• Performance
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