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Predmet: Molba za pokretanje postupka za reizbor u zvanje nauéni saradnik

Molim Nauéno veée Instituta za fiziku u Beogradu da pokrene postupak za moj
reizbor u zvanje naucni saradnik, u skladu sa pravilnikom i kriterjumima koje je
propisalo Ministarstvo za prosvetu, nauku i tehnoloski razvoj.

U prilogu dostavljam:
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U Beogradu, 6. maja 2022. godine

Misljenje rukovodioca laboratorije sa predlogom &lanova komisije,
Struénu biografiju,

Pregled naucne aktivnosti,

Elemente za kvalitativnhu ocenu nau¢nog doprinosa,

Elemente za kvantitativhu ocenu nau¢nog doprinosa,

Spisak i kopije objavljenih naucnih radova,

Podatke o citiranosti radova,

Kopiju resenja o prethodnom izboru u zvanje,

Priloge za kvalitativnu ocenu nauénog doprinosa.

S postovanjem,
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Dr Danko Bos$njakovi¢
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Mpeamer: Mumsemse pykosoanoua aaboparopuje o pensbopy ap danka
Bommakosuha y 3Bame HayuHn capaiHuR

JIp Jlanko Bounwakosuh 3anocsien je kao mayunn capaaunk na Mucturyry 3a Gusmky y
beorpaay. Anraxoan je v JlaGopatopuju 3a HEpaBHOTEXKHE NpoLECe H NPHMEHY Miaime
kojom pykooamM. Y oksupy JlaGopatopuje. paim Ha Temama M3 obaactH  (usmke
CACKTPHYHNX NMPAKILEHA Y TACOBHMA KA0 M [IPHMEHAMA Y MOJE/IOBAlbY FACHUX JCTEKTOpa
YCCTHILA BHCOKHX CHCPIHja M CKCnepuMenata y Gu3nuM pojesa.

C 063upom aa uenymwasa cse yeiaose npeasuliene [paBHanHKOM O CTHLAY HCTPAKHBAUKHX
H HayuHHX 3Barba MHHHCTapCTBA NMPOCBETE HAYKE H TEXHOMOUIKON pa3Boja, caziacna cav oa
ce nokpene nocmynax 3a peusoop op Jlanka bounrvaxoeuha y 36arme nayunu capaonux.

3a cacTas KOMHCH]E 32 OLCHY HCTTYILCHOCTH YCJI0BA 3a PEH30OP Y HAYHUHO 3BAMLE MPC/UTAKEM:

1. ap Cawa Jlyjxo. nayunu caseruuk, Mucturyr 3a ¢pusuxy y beorpany,
2. ap Jlparana Mapuh, nayunn casernuk, MncutyT 3a gpuinky y beorpany.
3. ap Josan Lietnh, penostn npodecop Exexrporexunukor pakyirera y beorpaiy.

Y beorpauy. 06.05.2022. roa.
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ap l'opaana Masiosuh, Hay4HH CaBeTHHK
pykoBouaau Jlaboparopuje 3a HCPaBHOTCKHE
npouece H NpHMEHY iasme




1. BUOT'PA®CKHU U CTPYUHHU ITIOJALN O KAHIAUJTATY

Hanko bommakoBuh pohen je 11.12.1984. y beorpany, rae je 3aBpIIio OCHOBHY IIKOILY
u tumHa3ujy. Enextporexnunukm ¢akynarer y beorpamy ymmcao je 2003. romuue, a
muruiomupao 2007. roguHE ca TPOCEYHOM oOleHOM 9,57 Ha ojceKky 3a (U3HUYKY
EJIEKTPOHUKY, CMEPY 32 OMOMEIUIIMHCKU U €KOJIOIIKH MH)XXEeHhepruHT. MacTep cryauje Ha
uctoM (akynrery u cmepy 3aBpmmo je 2008. rommHe ca mpocedHoM orueHoM 10.
Jloktopcke crynuje Ha Enektporexnuukom dakynrery y beorpagy u monayny 3a
HYKJICApHY, MEAUIIMHCKY U €KOJIOMIKY TeXHUKY yrucyje 2009. ronune.

Tloguae 2010. mocraje crunenaucTa MUHUCTAPCTBA 32 HAYKY U TEXHOJIOIIKUA Pa3Boj, a
2012. roauHe 3amociieH je Kao HUCTpPaKWBay-TpUIIPaBHUK y MHCTUTYTY 3a QU3UKY Yy
Beorpany, npu JlaGoparopuju 3a TacHy €ICKTPOHUKY. Y 3Bambe MCTPAKHUBAY-CAPATHUK
nzabpas je 2015. rogune. JIoOKTOpPCKy aucepTalnjy Mo HaClIOBOM ,,MOJeNI0Bamke TaCHUX
JIETeKTOpa YeCTHIa BHCOKMX C€HEpPruja MPHUMEHOM TEXHHUKE EJIEKTPOHCKHUX pojeBa‘
onopanno je 2016. rogune Ha EnekrporexnuukoMm dakynrety y beorpany. V 3Bame
HAy4YHH capaJHuK n3adpan je 2017. ronune.

buo je anraxoBaH Ha MPOjEeKTy OCHOBHUX HcTpaxuBama OWN171037 , DyHnameHTATHA
IPOLIECH M IPUMEHE TPAaHCIOPTa YECTHULA Y HEPABHOTEKHUM IUIa3MaMa, TPAIlOBUMA U
HAaHOCTPYKTypaMa“ TMOJ pPYKOBOACTBOM akajgemuka 3opana Jb. Ilerposwuha,
¢uHaHCHpaHUM O] cTpaHe MUHHCTapCTBa 3a MPOCBETY, HAYKy M TEXHOJIOIIKHU Pa3Boj
Peny6muke Cp6uje. On 2022. roguHe aHrakoBaH je Ha mpojekty EGWIn y oxsupy
IIporpama UJEJE ¢unancupanum on crpane donna 3a Hayky PemyOiuke Cpbuje.
Hberosa HayuHa akTUBHOCT Be3aHa je 3a (PU3MKY €JIEKTPUUYHUX MPaXHEHha y racoBuMa U
IpPUMEHE y MOJIeNIOBalky eKCIlepuMeHaTa y (U3MIM pojeBa Kao W TacCHUX JEeTEeKTopa
YeCTHIla BHUCOKMX €HEpruja, a TmoceOHO 3a yruia] (eHoMeHa TpaHcmopTa |
MYJITHUILUIMKALMj€ HaelleKTprcama y racy Ha nepgopMaHce 1 0J3UB OBUX ypehaja.



2. IPEIVIEJ HAYYHE AKTUBHOCTH

Hayuna aktuBHOCT 1 nonpuHoc Kanaunata Jlanka bommakosrha npumnanajy obnactiuma
(U3HKE eICKTPUYHUX TaCHUX MPAKHEHa KA0 U TPAHCTIOPTA HACIIEKTPUCAHUX YECTHUIA Y
racoBuma. [IpenMeT HEeroBor UCTpakMBama je MOCEOHO (OKyCHpaH Ha HYMEPHUYKO
MOJIETIOBAahE TACHUX JIETCKTOPA YECTHIIA BUCOKUX €HEPruja M eKCIiepuMeHara y Gu3uiu
pojeBa, kao W yrunaj Qusnukux (QeHoMeHa KOJa TpaHCIOpPTa W MYJITHIUIMKAIIN]jE
HaeJIeKTpUcama y racy Ha nepdopMaHce U O13UB OBUX ypehaja.

Kopucrehim multi term merony pemaBama HEKOH3epBaTUBHE boiiiMaHOBe jenHauuHe,
KaH/JUAAT je aHaIM3Upao TPAHCIOPT EJNEKTPOHA Yy TacHUM CMellaMa KoOje KOPHCTe
nerektopu tuna RPC (enr. Resistive Plate Chamber) ma ATLAS, ALICE u CMS
excriepumentuma y CERN-y. Kox oBux racoBa, yodeHO je /1a eKCIUTMIHUTHHU e(eKTH
HEKOH3EPBAaTHUBHUX Cy/Aapa JOMUHAHTHO YTHUYY Ha TPAHCIIOPT €JIEKTPOHA M J]a Ce CTOra
AyaJTHOCT TPAHCHOPTHUX KOeQHIMjeHaTa HE MOXKE 3aHEMapuTH INTO j€ HApOYHUTO
3HAa4YajHO Y KOHTEKCTY IPUMEHE TPAHCIOPTHUX KOS(UIMjeHTa Kao yJa3HUX MoJaTaka y
pazmuuutuM Mozxenuma RPC  perektopa. Takohe je youeHa M TmojaBa HEraTHBHE
nudepeHIjaiHe TPOBOJHOCTH KCIOJbEHE HCKIbY4YMBO Koj bulk Opsune npudra,
KHHTEUYKOT (heHOMEHa KOjU je y JUTepaTypu OMO MO3HAT caMo y cllyuyajy TpaHCHopTa
Mo3UTpoHA. IberoBo mopeksno pa3MOTPEHO je KOopUCcTehW TPOCTOPHO pa3NIoKEHE
KapaKTepUCTUKE poja elekTpoHa aobujeHe Monte Kapno cumymanujom. Hapenenu
pe3yaTaTi 00jaBJbEHU Cy Y pajy:

D. BoSnjakovi¢, Z.Lj. Petrovi¢, R.D. White and S. Dujko,

Boltzmann equation and Monte Carlo studies of electron transport in Resistive
Plate Chambers,

J. Phys. D: Appl. Phys. 47 (2014) 435203.

Hanko bommakoBuh je pa3BHO U MPBH MUKPOCKOIICKH CTOXAaCTUYKU Mojien oa3uBa RPC
JEeTeKTOopa KOJU c€ 3acHMBa Ha Mpahewmy IM0jeAMHAYHUX €JIEKTPOHA M HUXOBUX
MHTepakiyja ca racom npuMeHoM Monte Kapio texnuke. OBOM TEXHMKOM MpoOydaBaHa
J€ M CTOXaCTHUKa EJIEKTPOHCKOT JIABMHCKOT Tporieca y pagauM ycinosuma RPC getexropa
U yKa3aHo je Ha ojacTyname on JleriepoBe Teopuje pacra JIaBUHE KOja je Y OCHOBH
BehMHE MaKpOCKOIICKMX CTOXacTHYKHX MoOjejla OBUX JeTeKTopa. Pa3BujeHH
MHUKPOCKOIICKM MOJIeNl YKJby4dyjeé M MMIUIEMEHTalujy edekra mpumMapHe joHHu3aluje
yCIe/ IpoJiacka yraJ He BUCOKOSHEPTHjCKe HACTeKTPUCaHe YECTHUIIE KPO3 JETEKTOp Kao
u yruiaj enekrpona. [Tomohy oBor monena moryhe je u3pauyHaTH WHAYKOBaHHM CHUTHAI
Kao ¥ ocHOBHe KapakTtepuctrke RPC merektopa kao mTo Cy BpeMEHCKa PE30JIylHja H
epukacHocT neteknuje. JloOujeHn mpopauyHu BpPEMEHCKE pe3oiylivje U e(PUKACHOCTH
JIeTEKIMje 3a jeJHy TUIHUYHY IETeKTOPCKY KoHpuryparmjy kopumiheny y time of flight
eKCIIepUMEHTHMA Ce BeoMa J00po ClIaxy ca M3MEepeHMM BpeaHocTtuma. [IpopauyHu cy
pamu mopehera TOHOBJBEHH Ca PAa3IUYUTHM MOJENUMa pPachojelie eJIeKTPOHa II0
IpUMapHUM KJacTeprMa Kao M IpecelrMa 3a pacejame elekTpoHa y ¢peony R134a
(CoH2F,4), mocehem racy y cmemramMa KOa OBHX JI€TEKTOpa. PesynraTu mpuMeHe
MHUKPOCKOIICKOT cToxacTuikor mozena RPC nerexropa cy nmpukasanu y pauy:



D. BoSnjakovié, Z.1j. Petrovi¢ and S. Dujko,
A microscopic Monte Carlo approach to modeling of Resistive Plate Chambers
J. Instrum. 9 (2014) P09012.

[Topen cToXacTHYKOr Mojena, KaHAWIAT je pa3Buo U |.5-TUMEH3MOHAIHHW KIIACHYHU
¢nynnau monen RPC perexTopa 3acHOBAaH Ha anpOKCHMAIM]H JIOKAIHOT €JIEKTPUYHOT
nosba. Ilomohy oBor Mojaena pa3maTpaH je pa3Boj jJaBuHe M crpuMepa kojg RPC
JETEKTOpa TOJI IjCTBOM edeKaTa MPOCTOPHOT HACTIEKTPHCama U (HOTOjOHU3AIH]E Y Tacy.
[Ipu pamnum ycnoBuma RPC pmerexropa, momen npeasuha kapakTepucTHYaH OOJIHMK
CTPYJHOT ca MPEKypcopoM KOjU je€ YOUeH y eKCIepuMeHTHMa. Pesyntatu ¢uyumaHOr
MO/IEJIOBamba Cy IPUKA3aHU Y Pay

D. Bosnjakovi¢, Z.Lj. Petrovi¢ and S. Dujko,

Fluid modeling of resistive plate chambers: impact of transport data on
development of streamers and induced signals,

J. Phys. D: Appl. Phys. 49 (2016) 405201.

rae je Takohe Moka3zaHO W KaKO MMIUIEMEHTAaIfja TPAHCIIOPTHUX MOJaTaka y MOIETy
yTudye Ha wu3padyHaTh curhain kox T1pu pasnuuute RPC kondurypaumje. Ocum
KiacuyHor QuryngHor mozena, [lanko bommakoBuh je pa3sBHO M KOpUTOBaHH (PIIyHIHH
MOJIeJI 3aCHOBaH HMCKJbYYMBO Ha XHUAPOJMHAMUYKO] MPETIOCTABLU Y3 AlpPOKCUMAIN]y
JIOKaJIHOT enekTpuyHor nosska (/. bommakoBuh, qokTopcka nucepranuja). M3senen je u
onumTH o0JIMK (GopMysa 3a M3pauyHaBame KoedullMjeHaTa y pa3Bojy M3BOPHOT YJaHa
KOje KOpUCTH OBaj Mozen. Monen je mpumemeH 3a nobujame oa3uBa RPC nmerextopa
koju ce kopucte Ha ATLAS n ALICE excniepumentuma y CERN-y.

Y obmactu (¢u3MKe TpPaHCIOPTa HAENEKTPHCAHUX YECTHIA y TracoBuMa, JlaHko
bommakoBuh je pa3smarpao M MexaHM3ME ,Ipejama’ eIeKTpoHa O] JIeJCTBOM
YKPIITEHUX W BPEMEHCKH NMPOMEHJBHBHX €JIEKTPHYHUX U MarHeTckux mosba (Dujko et al.
2015, Plasma Sources Sci. Technol. 24, 054006). Takolhe je nao opuruHagaH AONPUHOC Y
aHamu3u nocrojehux Monte Kapimo TexHMKa 3a peckajimpame pojeBa €JICKTpOHA Y
HEKOH3CPBAaTHBHMM TacOBMMa M pa3BOjy HOBE JWHAMHYKE KOHTHHyaJlHE TEXHHKE
peckanupama (Miri¢ et al. 2016, Plasma Sources Sci. Technol. 25, 065010). YuecTBOBa0
je u y pa3Bojy Mounte Kapino TexHuke 3a mpopadyyH TpaHCHOPTHUX Koe(dullMjeHaTa
tpeher pena 3a enekrpoHe y racoBuMma (Simonovic¢ et al. 2022, Plasma Sources Sci.
Technol. 31, 015003; Simonovi¢ et al. 2020, Phys. Rev. E 101, 023203; Simonovi¢ et al.
2020, Eur. Phys. J. D 74, 63). IloceOHO je mompuHEO W pa3Bojy Hymepuukor MoHTe
Kapmo xoma 3a mpopadyH TpaHCTOPTHUX Koe(HIMjeHaTa eNIeKTpOHa Yy HEeNoJapHUM
teunoctuma (Simonovi¢ et al. 2019, Plasma Sources Sci. Technol. 28, 015006).
PasBujenn Koj je BaauaMpaH HU30M OeHUMapK mpopadyHa 3a Percus—Yevick momen a
pEe3yNTaTH ce W3Yy3eTHO N0OpO claxky ca OHMMa J00HMjeHHM pelmiaBambeM Boltzmann-ose
jenHaunne u He3aBucHUM MonTe Kapno cumynanujama. Kanaunar je mao gonpuHoc Uy
pa3Bojy 1.5-mumeH3uoHATHOT (DIYUIHOT MOjeIa HETaTHBHUX CTPUMEpPA y TEYHOCTHMA.
OnyaHu Mozien je KOopuIheH W 3a pa3MaTpame yTHIaja €JICKTPOHCKUX EKCIUTaIrja y
TEYHOM KCCHOHY Ha Op3WHY CTpUMEpa M TPAH3UIHU]y CJICKTPOHCKE JIABUHE Yy CTpUMED.



Kao ynmasHum mojanm y cuUMynanuju, KOpHIINEHH Cy TPAHCHOPTHH KOCPHIIN]EHTH
nooujern Monte Kapno texnumkom. PaspujeHu ¢uynaHu monen je KopumiheH Wy
pasmarpamy yTHL@ja TeMIeparype Ha [ponaraiyjy HETraTUBHUX JOHH3AIMOHHUX
¢bponroBa y mapu mHaujyma (Dujko et al. 2021, Plasma Sources Sci. Technol. 30,
115019). YoueHo je 1a ce ca MopacToM TeMmIieparype nape yop3aBa TpaH3HIIHja JJABUHE Y
CTpHMEp Kao U J1a Op3uHa CTpUMEpa U pacrojiesia eJIeKTPUYHOT 110Jba Y KaHAIly 3aBHUCH
O]l TeMIlepaType nape U yjelia MEeTacTaOMIHUX aToMa MHAWjyMa. Y OKBUpPY HaBEICHOT
pama, Kanauaar je kopucrehm nymepmuky Monte Kapio TexHuky pasBHO M MOJEN
uneanuszoBanor SST (Steady State Townsend) ekciepumenTa. Mojen je kopumiheH 3a
pa3Matpame yTHIaja TeMIepaType rnape HHAMjyMa Ha IIPOCTOpHE Npoduie penakcaryje
€JIEKTPOHA. YOYEHO je Jla OCHM IOYETHHX YCJIOBAa M EJIEKTPHUYHOT I0Jba, TEMIepaTypa
Takohe 3Ha4yajaHO yTHUYe Ha OOJIMK U TOjaBy OCHWIALMja y MU3pauyHATHUM MPOCTOPHUM
npopmmma. Kannuaar je takohe pazsuo u nymepuuku Monte Kapimo mozen PT (Pulsed
Townsend) ekcrnepumeHTa je Koju je KopuitheH 3a BepuHUKALU]y TEOPHjCKUX
MPETIOCTAaBKU M MHTEPIPETAIH]y KapakTepa u3MepeHux BennunHa y PT exciepumenTy
(Casey et al. 2021, Plasma Sources Sci. Technol. 30, 035017). Moxen omoryhasa
NpopadyyH HHAYKOBAaHOI CHUTHala YWjuM (PUTOBamkEM Ha aHATUTHYKE mpoduie ce
n00ujajy TPaHCIOPTHU MapaMeTpH €JIEKTPOHA Ka0 PE3yATaTH MEpema Yy eKCIICPUMEHTY.
Kangunmar je ydecTBOBao y aHamM3W W BepU(UKAMjH TEOPHjCKUX MPETHOCTABKU
aHanuTHUKuX Mozaena PT exkcmepumenra. I[loceban mompuHOC KaHAWAAT je 1ao y
TEOPHjCKO] aHAIM3H, MOJENoBamy W HHTepnperanuju Mepewma SDT (Scanning Drift
Tube) exciepumenTa:

Z. Donko, P. Hartman, 1. Korolov, V. Jeges, D. Bosnjakovi¢ and S. Dujko,
Experimental observation and simulation of the equilibration of electron swarms in a
scanning drift tube,

Plasma Sources Sci. Technol. 28 (2019) 095007

VY oxHocy Ha cnuyHe excnepuMmente koju page y TOF (Time of Flight) pexxumy, SDT
eKCIIEpUMEHT Ce pa3jIMKyje M0 KOHCTPYKLHU)U IeTEKTOPa KOJU CE CacTOjH O KOJIEKTOPCKE
oOnactu uzmely anoze u peuierke. Ha oCHOBY TE€OpPHjCKUX MPETIOCTaBKU U T€OMETPH]je
eKCIIepUMEHTa M0Ka3aHo je Jla MHAYKOBAHU CUTHAJ U OCETJBUBOCT JETEKTOpa 3aBUCH O]1
MIPUTUCKA, BPCTE Taca W CHEpruje YIaJHuX eJEKTPOHA IITO MOJ oApeheHrM ycioBUMa
MOJKE JIOBECTH y NUTAmE BAIUAHOCT pe3yiaTara Mepema. Paau kBaHTuU(UKaIMje OBOT
edexra, mpumeHoM MonTe Kapio cumynanuje n3padyHara je OCETJbUBOCT JCTEKTOpa Y
(GyHKIMJU MPUTHCKA raca Kao M €Hepruje ynagHuX eJIeKTpOHa KOjU MMajy HU30TPOIHY
MOHOEHEPTHjcKy pacnoeny. Ha oBaj HaunH cy uaeHTH(HKOBaHE 00JACTH MPUTHCKA U
€Hepruja eJIeKTpOHa IJe je BAIUIHOCT pe3yiTaTa eKCIepUMEHTa YIUTHA. Y HapeIHOM
pany, KaHAWAAT j€ 1a0 KJbY4JaH JOMPUHOC Y Pa3Bojy MPOIEeaype 3a KOPEKIIN]y HaBEAECHUX
edexara:

N. Pinhao, D. Loffhagen, M. Vass, P. Hartmann, I. Korolov, S. Dujko,

D. Bosnjakovi¢ and Z. Donko,

Electron swarm parameters in C,H,, CoH4 and C,Hg: measurements and kinetic
calculations,

Plasma Sources Sci. Technol. 29 (2020) 045009



Pa3Buo je u wymepuuky Monte Kapno cumynanujy SDT excnepumenta. Kopekimonu
¢dakTopu cy nOOMjeHH Ha OCHOBY BPEIHOCTH HM3pAayyHATUX U3 CHMYJANH]jEe W OHUX
nobujenux u3 kunetnuknx Monrte Kapio npopauyna, noapasymeBajyhu ucte mnpeceke 3a
pacejale M HCT€ HOMHHAJIHE YCIOBE Kao y ekcrmepuMmeHty. Ilokasano je ma cy
KopeKuoHu (akTopu HajBehu y ciiydajy JOHTHTYAUHATHOT TU(Y3HOHOT KOehUIIU]jeHTA
r7le MOT'Y M3HOCHUTH JI0 HEKOJMKO JECEeTHHA IMPOIeHAaTa y 3aBUCHOCTH O] BPCTE raca,
MPUTHCKA U €JIEKTPUYHOT T0Jba. Takohe je moka3aHo Jia ce y OJJHOCY Ha HEKOPUTOBaHE
BPEIHOCTH, KOPUI'OBAaHU PE3yATATH TEHEPAIHO 3HATHO OOJbE CIIaXy ca H3MEPEHUM
BpeHOCTUMA JApyrux ayropa. Kanaupmatr je ydecroBao y pasBojy Monena U
MHTEpPOpETAllMju pe3yiTara CHMYyJAlMja pe30HAaHTHHX edekara MpH TPaHCHOPTY
€JIEKTPOHA Y aprOHY U a30Ty Y3 IPOCTOPHO MOAYJIMCAHO €NEKTPUYHO MOJbE:

Albert, D. Bo$njakovi¢, S. Dujko and Z. Donko,

Monte Carlo simulation of resonance effects of electron transport in a spatially
modulated electric field in Ar, N, and their mixtures,

J. Phys. D: Appl. Phys. 54 (2021) 135202

Ha ocHoBy pasBujene Monte Kapno cumynamuje, kopucrehu mpoctopae mpoduie
TPAHCIOPTHHUX TapameTapa, Fourier-oBy aHaJiu3y M MPOCTOPHO pasjiokeHe (PYyHKIUje
pacrioziene, pa3MOTPEHH Cy HEJIOKAJTHH W PE30HAaHTHU e(eKTH TMpH TPAHCIOPTY
€JIEKTPOHA Y IMPOCTOPHO MOAYJIMCAHUM IOJbMMA. YOUEHO je Ja OBU €(PEeKTH HEecTajy ca
noBehaweM ynena a3ora y cmemu. [loceban gompuHOC KaHAWIAT je a0 Yy TyMadewy
epexTa 3apobsbaBama €JIEKTPOHA NPU BHCOKUM CTENEHHMMa MOAYyJaldje Kao H
PE30HAaHTHHUX TI0jaBa BUIJBMBHX y (yHKIMjaMa pacmnojene. Kanmumat je Takohe mao
JONPUHOC y TEOPHjCKOj aHalu3u, nopehemy u uHTepnperauuju pesyiarara PT u SDT
excriepumenarta (Vass et al. 2021, J. Phys. D: Appl. Phys 54, 035202).

3. EJIEMEHTH 3A KBAJIMTATUBHY OLIEHY HAYYHOI JOMNPUHOCA
KAHJIMJATA

3.1. KBajaurter Hay4yHHX pe3yJiTaTra
3.1.1. Hayunu nueo u 3nauaj pezyimama, ymuyaj Hay4uHux paoosa

Kangunat je ayrop ykymHo 16 panoBa y melyHaponHuMm yacomucuma, ol 4era je 5
pamoBa 00jaBJbeHO Yy dacomucuma kKareropuje M2la, 10 pamoBa y wdacomucuma
kareropuje M21 u 1 pag y yaconucy kareropuje M23.

VY nepuoay HakoH omnyke Hayunor Beha o mpeasiory 3a cTuiame MpeTXOAHOT HAyYHOT
3Bama 00jaBJbeHO je 11 pamoBa y mehyHapogHum dwacommcuma, O]l 4era cy 3 paga y
yaconucuma Kateropuje M2la, 7 pagoBa y dacomucuma kateropuje M21 u 1 pag y
yaconucy kareropuje M23. OpurvHagHW HAyYHU JOTMPUHOC KaHIWJATa Orjiena ce y
cienehuM paoBMMa U3 OBOT MEpUOJIA!



Z. Donko, P. Hartman, I. Korolov, V. Jeges, D. Bosnjakovié¢ and S. Dujko,
Experimental observation and simulation of the equilibration of electron swarms in a
scanning drift tube,

Plasma Sources Sci. Technol. 28 (2019) 095007

doi: 10.1088/1361-6595/ah3a58

rIe je KaHauaaT Aao moce0aH JONPHHOC Y TEOPUjCKO] AaHAIM3U, MOJEIOBAamY U
uHTepnperammju Mepewa SDT (Scanning Drift Tube) ekcnepumenta. Y omHOCy Ha
ciuane excriepumente koju pane y TOF (Time of Flight) pexxumy, SDT excriepuMeHT ce
pa3nuKyje Mo KOHCTPYKIUjU JETEKTOpa KOJU CE CacTOjU O] KOJIEKTOPCKE 00JIacTu u3Mehy
aHoze W pemerke. Ha OCHOBY TEOpHjCKHMX MPETIIOCTABKU U IE€OMETPHUje EKCIEPHMEHTa
MOKa3aHO je J1a WHAYKOBAaHM CHTHAJl U OCETJBUBOCT JIETEKTOpa 3aBUCH O] MPUTHUCKA,
BpCTE Taca W CHEpruje YMagHHX eJIEKTPOHAa MITO TOA oapeheHuM ycioBHMMa MoOXKe
JIOBECTH Yy TMHTAkE BATUAHOCT pe3yirara Mepema. Paqn kBantudukanuje oBor edexra,
npumenoM Monte Kapo cumynanuje u3padyHara je OCeTJbUBOCT JETEKTOpa y QyHKIUjH
NPUTUCKA Taca Kao W CHEpruje YHaJHUX eNeKTPOHa KOjU HWMAjy H30TPOIHY
MOHOEHEPTHUjCKy pacnojeny. Ha oBaj HaunH cy uaeHTH(UKOBaHE 00JACTH MPHUTUCKA H
€Hepryja eJIeKTPOHA TJe je BAIMTHOCT pe3yiTara eKCIepUMEHTa YIMUTHA. Y HapeIHOM
paxy, rae cy o0jaB/beHH U3MEPEHU U W3padyHATH TPAHCIIOPTHU MapaMeTpH €JIeKTPOHa Y
YIJbOBOJOHUYHUM TaCOBHMA, KaHIUAAT j€ A0 KJbYYaH JONPHHOC Y pa3Bojy MpoIexype
3a KOpEKI1IMjy HaBe/IeHUX edekaTa:

N. Pinhao, D. Loffhagen, M. Vass, P. Hartmann, I. Korolov, S. Dujko,

D. Bosnjakovi¢ and Z. Donko,

Electron swarm parameters in C,H,, C,H,4 and C,Hg: measurements and kinetic
calculations,

Plasma Sources Sci. Technol. 29 (2020) 045009

doi: 10.1088/1361-6595/ab7841

PasBuo je u mymepuuky Monrte Kapno cumynanujy SDT ekcriepumenTa. Kopekimonu
¢dakTopu cy A00OMjeHH Ha OCHOBY BPEIHOCTU H3pauyyHaTHUX M3 CHUMYyJAIHje M OHUX
nobujenux u3 kuHetnukux Monrte Kapio mpopauyna, noapazymeBajyhu ncre npeceke 3a
pacejame M HCT€ HOMHHAJHE YCJIOBE Kao y ekcrepumeHty. llokasaHo je na cy
KOpEeKIMOHU (hakTopu HajBehH y cilydajy JIOHTUTYAWHAIHOT OUu(y3uOHOT KoedullnjeHTa
I7le MOT'Y M3HOCHUTH JI0 HEKOJMKO JECEeTHHA IMpOIeHaTa y 3aBUCHOCTH O] BpCTE raca,
MPUTUCKA U €IIEKTPUYHOT T0Jha. Takohe je moka3zaHo Ja C€ Y OJIHOCY Ha HEKOPUTOBAaHE
BPEIHOCTH, KOPUI'OBAaHU pPE3YyJITaTH TE€HEPAIHO 3HATHO OOJbE ClIaXy ca H3MEpPEHUM
BpeqHOCTHMA Apyrux ayropa. KaHmumaT je Takohe ydecToBao y pa3BOjy Mojela H
MHTEpOpETallMju pe3yiTaTa CHMYJAlja pe3OHAHTHUX edekarta MpH TPaHCIOPTY
€JIEKTPOHA Y aprOHY U a30Ty y3 IPOCTOPHO MOAYJIMCAHO €EKTPUYHO MOJbE:

Albert, D. Bosnjakovi¢, S. Dujko and Z. Donko,

Monte Carlo simulation of resonance effects of electron transport in a spatially
modulated electric field in Ar, N, and their mixtures,

J. Phys. D: Appl. Phys. 54 (2021) 135202
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doi: 10.1088/1361-6463/abd505

Ha ocnoBy pasBujene Monte Kapno cumynanmje, xopucrehu mnpoctopHe mpoduie
TPAHCHOPTHUX IapameTapa, Fourier-oBy aHajlu3y M NPOCTOPHO pa3joxkeHe (PyHKIUje
pacrioziene, pa3MOTPEHH Cy HEJIOKaTHH W PE30HaHTHH e(eKTH MpH TPAHCHOPTY
€JIEKTPOHA Y IPOCTOPHO MOAYJIMCAHUM IOJbMMA. YOYEHO je /1a OBH e(EeKTH HecTajy ca
nosehameM ynena asora y cmem. Iloceban monmpuHOC KaHAWAAT j€ A0 y TyMadewy
epexTa 3apobJbaBama €JIEKTPOHA IPU BHUCOKMM CTEHNEHMMa MOAYJalUje Kao MU
PE30HAHTHHX TI0jaBa BUIJbUBUX Y QYHKIIMjamMa pacroiere.

3.1.2. IHumupanocm nayunux paoosea kanouoama

ITpema Web of Science muratHoj 6a3u, pajoBu KaHaMIaTa [IUTHPAHK CY YKYITHO 96 myTa,
OJTHOCHO 64 TryTa 06e3 ayroruTara 1ok h-unaekc uznocu 6. [Ipema Scopus nuratHoj 6asw,
pajioBU KaHAuaaTa HUTUpaHU cy yKymHo 113 myra, ogHocHO 75 myra Oe3 ayromurTara
ok h-unnaexc uzHocu 5.

3.1.3. Iapamempu Keanumema paoosa u yaconuca

VY nepuony HaxoH omiryke Hayunor Beha o mpemiory 3a CTHUIambe IPETXOXHOT HAy4YHOT
3Bama, KaHJUAT je 00jaBuo pajose y cieaehum yaconucuma M20 kareropuja:

e 6 panosa y yaconucy Plasma Sources Science and Technology (IF2018=4.128;
SNIP2018=1.85)

e 2 pazay vacomucy Journal of Physics. D: Applied Physics (IF2019=3.169;
SNIP2019=1.15)

e 1 pany yacomucy Physical Review. E (IF2020=2.529; SNIP2020=1.01)

e | panyvaconucy Plasma Physics and Controlled Fusion (IF2017=3.032;
SNIP2017=1.36)

e 1 paxy gaconucy European Physical Journal D. Atoms, Molecules, Clusters and
Optical Physics (1IF2020=1.425; SNI1P2020=0.66)

VY mepuony npe onnyke Hayunor Beha o mpeanory 3a CTUIAEmE MPETXOIHOT HAYYHOT
3Bama, KaHIUAAT je 00jaBro pamoBe y ciaeaehum yacomucuma M20 kareropwuja:

e 2 panay uaconucy Plasma Sources Science and Technology (IF2014=3.59;
SNIP2014=1.93)

e 2 panay vaconucy Journal of Physics. D: Applied Physics (IF2015=2.772;
SNIP2015=1.33)

e 1 paxy gacomucy Journal of Instrumentation (IF2012=1.656; SNIP2012=1.46)

JlonatHu 6MOIMOMETPUjCKH MapaMeTpu panoBa kanauaara M20 kareropuja, 00jaB/beHUX
HakoH omryke Hayunor Beha o mpeayory 3a cTumame HPETXOTHOI HAyYHOT 3Bamba,
cymHpaH# cy y cienehoj rabenu:


https://doi.org/10.1088/1361-6463/abd505

no M CHHUII
YKynHo 36.460 69.41 15.29
YcpenmeHo no WIAHKY 3.314 6.31 1.39
YcpenmeHo no ayTopy 5.405 11.25 2.26

3.1.4. Hacpaoe

VYpeauumtBo vacomnuca Journal of Physics D uzabpaiio je 2017. ronuHe pajx KaHauara
(J. Phys. D: Appl. Phys. 49, 405201, 2016) 3a cBojy cekiujy Highlights.

Kannunary je 2017. romuHe noxmesbeHa Harpama Wuctutyra 3a ¢usuky beorpax 3a
Haj0OJbY NTOKTOPCKY nucepranujy ypaheny Ha WHcturyry 3a ¢usumky beorpax u
010pamkeHy MPETXOAHE TOTUHE.

3.2. Hopmupame 6poja KoayTOPCKHX Pa0Ba, NaTeHATa U TEXHHYKHX pelerha

PanoBu kangupara cy HopmupaHu y ckiaaay ca Ilpwiorom 1 IlpaBuiHuka o
UCTPAKMBAYKUX U HAyYHUX 3Bamba.

VYkynan 6poj M 6ox0Ba nznocu 98 6e3 HopMmupama oJHOCHO 78,41 ca HOpMUPAHEM.

3.3. PykoBoleme npojekTuma, nOTHPOjeKTHMA U MPOjeKTHUM 3a1allHMa

Kangunmar je pykoBOOMO TMpOjeKTHUM 3amarkoM ,,CHUMyJamnMje NeTeKTopa dYecThla
BHUCOKHMX €HEepruja“ y OKBUPY IIpOjeKTa OCHOBHHMX ucTpaxuBama OWN171037
,DYHIaMEHTAaTHH TPOLECH W TMpPHMEHE TPAHCIOpTAa YECTHIIAa Y HEPABHOTEKHUM
I1a3Mama, TparoBUMa M HaHOCTPYKTypaMma‘“ (PMHaHCHPAaHUM O] cTpaHe MHHHCTapCTBa
3a TIPOCBETY, HAyKy W TEXHOJOMKHU pa3Boj Pemybmuke CpoOuje. On 2022. romune
pykoBoau Work package-om ,,PIC/MCC and Fluid simulations of streamers* y oxsupy
npojekra EGWIn (TIporpam WJIEJE) ¢unancupanum on crpane DoHa 3a HayKy
Penry6muke CpOuje.

3.4. AKTHBHOCT y HAYYHHM M HAYYHO-CTPYYHHM JIPyIITBHMA

Kangunmat je 6mo perieHseHT pamoBa y uacomucuma Journal of Physics D: Applied
Physics u Journal of Instrumentation.

Takohe je OMO wiaH JOKATHUX OPraHU3ALUOHUX KOMHUTETa U YUYECTBOBAO je Y
opranm3zanju  Mehynaponuux ckymoBa 22nd International Conference on Gas
Discharges and their Applications (September 2-7, 2018, Novi Sad, Serbia) u POSMOL
2019 (Belgrade, Serbia, 18-21 July 2019).



3.5. ¥YBoaHa npenaBama Ha KOH(epeHIMjaMa, Ipyra npeaaBamba i AKTUHBHOCTH

Kangungar je oapikao mpemaBarse 1Mo MO3uBY Ha MehyyHapoaHom ckymy 27th Symposium
on Physics of lonized Gases - SPIG 2014 (26 - 29 August 2014, Belgrade, Serbia).
Onprkao je u mpeaaBame 1Mo Mo3uBy y okBupy ckyma RD51 mini-week (6 — 10 June 2016,
CERN), y opranusanuju RD51 konabopamnuje u3 CERN-a koja je mocBeheHna pas3Bojy
racHUX JICTEKTOpPa YECTHIIA.

Hakon wu36opa y npeTxonHO 3Bame, OJpKao je INpeJaBamke I0 IO03MBY Ha Ha

mehynapoanom ckymy 22nd International Conference on Gas Discharges and their
Applications (September 2-7, 2018, Novi Sad, Serbia).

4. EJJEMEHTHU 3A KBAHTUTATHUBHY OLIEHY HAYYHOI JONPHUHOCA
KAHIMIATA

OcTtBapeHu pe3ynTaT y nepuoy HakoH omiryke Haydanor Beha o mpeasory 3a cruname

MPETXOAHOT HAYYHOTI 3Bamha.

Kareropnja M OoxoBa no Bbpoj paxoBa Ykynno M Hopmupanu
pany 0o10Ba opoj M GonoBa
M21a 10 3 30 26,68
M21 8 7 56 39,73
M23 3 1 3 3
M31 3,5 2 7 7
M33 1 2 2 2

Hopehere ca MUHUMAJIIHUM KBAHTUTATUBHUM YCJIIOBHMa 34 I/I360p Y 3BamkbC¢ HAYYHU

capaJHUK:
OctBapeno, | OcrTBapeno,
6poj M HOPMHPaHH
Munumainuu 6poj M 6o10Ba Heomxozso 6o10Ba 6e3 opoj M
HOpPMHpamba 0ongoBa
YkymHO 16 98 78,41
M10+M20+M31+M32+M33+M41+ 10 98 78,41
M42+M90
M11+M12+M21+M22+M23 6 89 69,41




CIIMCAK ITYBJIMKALIMJA
PALY MEBYHAPOJHOM YHACOITMCY U3Y3ETHUX BPEJHOCTH (M21a)

Paoosu objasenu HakoH npemxo0Ho2 uzbopd y 36arbe

1. N. Pinhao, D. Loffhagen, M. Vass, P. Hartmann, I. Korolov, S. Dujko, D.
Bosnjakovié¢ and Z. Donko,
Electron swarm parameters in C,H,, CoH,4 and C,Hg: measurements and kinetic
calculations,
Plasma Sources Sci. Technol. 29 (2020) 045009
doi: 10.1088/1361-6595/ab7841

2. Z.Donko, P. Hartman, I. Korolov, V. Jeges, D. Bosnjakovi¢ and S. Dujko,
Experimental observation and simulation of the equilibration of electron swarms in a
scanning drift tube,

Plasma Sources Sci. Technol. 28 (2019) 095007
doi: 10.1088/1361-6595/ab3a58

3. L Simonovi¢, N.A. Garland, D. Bosnjakovié, Z.Lj. Petrovi¢, R.D. White and S.
Dujko,
Electron transport and negative streamers in liquid xenon,
Plasma Sources Sci. Technol. 28 (2019) 015006
doi: 10.1088/1361-6595/aaf968

Paoosu objaswenu npe npemxooHoz uzbopa y 36arbe

4. J. Miri¢, D. Bo$njakovi¢, I. Simonovi¢, Z.Lj. Petrovi¢ and S. Dujko,
Electron swarm properties under the influence of a very strong attachment in SFg
and CF3l obtained by Monte Carlo rescaling procedures,
Plasma Sources Sci. Technol. 25 (2016) 065010, 15pp. (IF2016= 3.302)
doi: 10.1088/0963-0252/25/6/065010

5. S. Dujko, D. Bosnjakovi¢, R.D. White and Z.Lj. Petrovic,
Heating mechanisms for electron swarms in radio-frequency electric and magnetic
fields,
Plasma Sources Sci. Technol. 24 (2015) 054006, 13pp. (IF2015=2.808)
doi: 10.1088/0963-0252/24/5/054006


https://doi.org/10.1088/1361-6595/ab7841
https://doi.org/10.1088/1361-6595/ab3a58
https://doi.org/10.1088/1361-6595/aaf968

PAZ1 Y BPXYHCKOM MEBYHAPOJHOM YACOIIUCY (M21)

Paoosu 06ia6/beHu HAKOH npemxoOHoe M36ODCZ y 36amme

1. I Simonovi¢, D. Bosnjakovi¢, Z. Lj. Petrovi¢, R. D. White and S. Dujko,
Third-order transport coefficients for electrons in N, and CF,: effects of non-
conservative collisions, concurrence with diffusion coefficients and contribution to
the spatial profile of the swarm,

Plasma Sources Sci. Technol. 31 (2022) 015003
doi: 10.1088/1361-6595/ac4088

2. S. Dujko, J. Ati¢, D. Bosnjakovié¢, R. D. White, P. Stokes, K. R. Hamilton,
0. Zatsarinny, K. Bartschat, M. S. Rabasovi¢, D. Sevi¢, B. P. Marinkovié, D. V.
Fursa,
l. Bray, R. P. McEachran, F. Blanco, G. Garcia, D. B. Jones, L. Campbell and
M. J. Brunger,
Transport of electrons and propagation of the negative ionisation fronts in indium
vapour,
Plasma Sources Sci. Technol. 30 (2021) 115019
doi: 10.1088/1361-6595/ac3343

3. M.J.E. Casey, P.W. Stokes, D.G. Cocks, D. Bo$njakovi¢, I. Simonovi¢, M.J.
Brunger,
S. Dujko, Z.Lj. Petrovi¢, R.E. Robson and R.D. White,
Foundations and interpretations of the pulsed-Townsend experiment,
Plasma Sources Sci. Technol. 30 (2021) 035017
doi: 10.1088/1361-6595/abe729

4. A. Albert, D. Bosnjakovi¢, S. Dujko and Z. Donko,
Monte Carlo simulation of resonance effects of electron transport in a spatially
modulated electric field in Ar, N, and their mixtures,
J. Phys. D: Appl. Phys. 54 (2021) 135202
doi: 10.1088/1361-6463/abd505

5. M. Vass, E. Eguz, A. Chachereau, P. Hartmann, I. Korolov, A. Hosl, D.
Bosnjakovié,
S. Dujko, Z. Donko and C.M. Franck,
Electron transport parameters in CO,: a comparison of two experimental systems
and measured data,
J. Phys. D: Appl. Phys 54 (2021) 035202
doi: 10.1088/1361-6463/abbb07


https://doi.org/10.1088/1361-6595/ac3343
https://doi.org/10.1088/1361-6595/abe729
https://doi.org/10.1088/1361-6463/abd505
https://doi.org/10.1088/1361-6463/abbb07

6. L Simonovié¢, D. Bo$njakovi¢, Z.Lj. Petrovi¢, P. Stokes, R.D. White and S. Dujko,
Third-order transport coefficient tensor of charged-particle swarms in electric and
magnetic fields,

Phys. Rev. E 101 (2020) 023203
doi: 10.1103/PhysRevE.101.023203

7. Z.1j. Petrovié, I. Simonovié, S. Marjanovi¢, D. BoSnjakovi¢, D. Mari¢, G. Malovi¢
and S. Dujko,
Non-equilibrium of charged particles in swarms and plasmas- from binary collisions
to plasma effects,
Plasma Phys. Control. Fusion 59 (2017) 014026, 9pp.
doi: 10.1088/0741-3335/59/1/014026

Paoosu objaswenu npe npemxoono2 uzbopa y 36arve

8. D. Bos$njakovi¢, Z.Lj. Petrovi¢ and S. Dujko,
Fluid modeling of resistive plate chambers: impact of transport data on development
of streamers and induced signals,
J. Phys. D: Appl. Phys. 49 (2016) 405201, 10pp. (IF2016= 2.588)
doi: 10.1088/0022-3727/49/40/405201

9. D. Bo$njakovi¢, Z.1j. Petrovi¢, R.D. White and S. Dujko,
Boltzmann equation and Monte Carlo studies of electron transport in Resistive Plate
Chambers,
J. Phys. D: Appl. Phys. 47 (2014) 435203, 12pp. (IF2014=2.721)
doi: 10.1088/0022-3727/47/43/435203

10. D. Bosnjakovi¢, Z.Lj. Petrovi¢ and S. Dujko,
A microscopic Monte Carlo approach to modeling of Resistive Plate Chambers,
J. Instrum. 9 (2014) P09012, 13pp. (IF2012= 1.656)
doi:10.1088/1748-0221/9/09/P09012

PAJLTY MEBYHAPOJAHOM YACOITUCY (M23)

Paodosu 0bjasmenu HakoH npemxoono2 uzbopa v 36aree

1. I Simonovié, D. Bosnjakovié, Z.Lj. Petrovi¢, R.D. White and S. Dujko
Third-order transport coefficient tensor of electron swarms in noble gases
Eur. Phys. J. D 74 (2020) 63
doi: 10.1140/epjd/e2020-100574-y


https://doi.org/10.1103/physreve.101.023203
https://doi.org/10.1140/epjd/e2020-100574-y

INPEJABAIBE 110 TIO3UBY CA MEBYHAPO/HOI' CKYIIA IITAMITAHO ¥
HOEJIMHHU (M31)

Paoosu objasenu HakoH npemxo0Ho2 u3zbopd y 36arbe

1. S. Dujko, D. Bosnjakovi¢, I. Simonovi¢, Z.Lj. Petrovi¢ and R.D. White,
Non-equilibrium transport of electrons in gases and liquids and its application in
modeling of particle detectors,

Book of contributed papers, SAPP XXII, 22nd Symposium on Application of Plasma
Processes and 11th EU-Japan Joint Symposium on Plasma Processing, Strbske Pleso,
Slovakia, 18-24 January, 2019, (Edited by V. Medvecka, J. Orszagh, P. Papp and S.
Matejcik), p.57 (6pp)

2. D. Bosnjakovié, Z.Lj. Petrovi¢ and S. Dujko,
Fluid modeling of resistive plate chambers,
Proceedings of the 22nd International Conference on Gas Discharges and their
Applications, (ed. Z.Lj. Petrovi¢, N. Puag, S. Dujko and N. Skoro) September 2-7,
2018, Novi Sad, Serbia, Workshop on Swarm Physics and Gaseous Dielectrics:
Future Challenges in Theory and Practice, p. 630 (4 pages)

Paoosu objaswenu npe npemxoonoz uzbopa y 36arbe

3. D. Bosnjakovié, Z.Lj. Petrovi¢ and S. Dujko,
Resistive Plate Chambers: electron transport and modeling,
27th Symposium on Physics of lonized Gases - SPIG 2014, 26 - 29 August 2014,
Belgrade, Serbia, J. Phys.: Conf. Ser. 565 (2014) 012008, 7pp.
doi: 10.1088/1742-6596/565/1/012008

4. Z.1j. Petrovi¢, S. Marjanovié, S. Dujko, A. Bankovi¢, O. Sasié, D. Bosnjakovié, V.
Stojanovié¢, G. Malovié, S. J. Buckman, G. Garcia, R. D. White, J. P. Sullivan, M. J.
Brunger,

Kinetic phenomena in transport of electrons and positrons in gases caused by the
properties of scattering cross sections,

XXVIII International Conference on Photonic, Electronic and Atomic Collisions
(ICPEAC), July 24-30 2013, Lanzhou, China,

Journal of Physics: Conference Series 488 (2014) 012047, 9pp.
doi:10.1088/1742-6596/488/1/012047

5. S. Dujko, D. Bo$njakovi¢, J. Miri¢, I. Simonovi¢, Z.M. Raspopovié, R.D. White,
A.H. Markosyan, U. Ebert and Z.L;j. Petrovi¢,
Recent results from studies of non-equilibrium electron transport in modeling of low-
temperature plasmas and particle detectors,
Proceedings of the 9th EU-Japan Joint Symposium on Plasma Processing
(JSPP2014) and EU COST MP1101 Workshop on Atmospheric Plasma Processes
and Sources, 19-23 January 2014, Bohinjska Bistrica, Slovenia, 4pp.



INPEJABAIBE 110 TIO3UBY CA MEBYHAPO/IHOI' CKYIIA IITAMITIAHO ¥
N3BOAY (M32)

Paoosu objaswenu npe npemxoorHoz uzbopa y 36arbe

1. S. Dujko, D. Bos$njakovi¢, I. Simonovi¢, Z.Lj. Petrovi¢, R.D. White and C. Kohn,
Elementary physical processes of electrons and positrons in planetary atmospheric
discharges,

XIX International Workshop on Low-Energy Positron and Positronium Physics and
XX International Symposium on Electron-Molecule Collisions and Swarms,
POSMOL2017, 22-24 July 2017, Amaroo on Mondalay Resort, Magnetic Island,
Queensland, Australia, Book of Abstracts, p.57

2. S. Dujko, Z.Lj. Petrovi¢, R.D. White, G. Boyle, A. Bankovi¢, 1. Simonovi¢, D.
Bos$njakovié, J. Miri¢, A.H. Markosyan and S. Marjanovi¢,
Transport processes for electrons and positrons in gases and soft-condensed matter:
Basic phenomenology and applications,
XXIX International Conference on Photonic, Electronic and Atomic Collisions, 22-
28 July 2015, Toledo, Spain

3. Z.Lj. Petrovié, S. Dujko, D. Mari¢, D. Bosnjakovi¢, S. Marjanovi¢, J. Miri¢, O.
Sasi¢, S. Dupljanin, I. Simonovi¢ and R.D. White,
Swarms as an exact representation of weakly ionized gases,
XIX International Symposium on Electron-Molecule Collisions and Swarms &
XVIII International Workshop on Low-Energy Positron and Positronium Physics,
POSMOL 2015, 17-20 July 2015, Lisboa, Portugal, Book of Abstracts, p. 4

4. D. BosSnjakovi¢, Z.Lj. Petrovi¢ and S. Dujko,
Simulation and modeling of Resistive Plate Chambers,
Proc. 27th Symposium on Physics of lonized Gases - SPIG 2014, Belgrade, Serbia,
(26 - 29 August 2014), Contributed Papers and Abstracts of Invited Lectures, Topical
Invited Lectures and Progress Reports (Eds. D. Mari¢, A.R. Milosavljevi¢ and Z.
Mijatovi¢), p. 21. ISBN 978-86-7762-600-6

5. S. Dujko, Z.1;. Petrovi¢, R.D. White, D. BoSnjakovié, J. Miri¢, A.H. Markosyan and
U. Ebert,
Non-conservative electron transport in gases and its application in modelling of non-
equilibrium plasmas and particle detectors,
Proceedings of the XVII International Workshop on Low-Energy Positron and
Positronium Physics and the XVI1II International Symposium on Electron-Molecule
Collisions and Swarms (POSMOL), July 19-21 2013, Kanazawa, Japan, p. 24



CAOMIITEKBE CA MEBYHAPOJTHOT CKYTIA IITAMIIAHO ¥V HEJUHA
(M33)

Paoosu objasenu HakoH npemxo0Ho2 u3zbopd y 36arbe

1. S. Dujko, I. Simonovi¢, D. Bo$njakovi¢, Z.Lj. Petrovi¢ and R.D. White
Electron transport and propagation of negative streamers in liquid-phase xenon
2019 IEEE 20th International Conference on Dielectric Liquids (ICDL), Roma, Italy,
June 23-27, 2019
doi: 10.1109/ICDL.2019.8796665

2. S. Dujko, J. Ati¢, D. Bosnjakovié, Z.1j. Petrovi¢ and J de Urquijo
Electron transport coefficients and negative streamer dynamics in CF;l-SFs mixtures
2019 IEEE 20th International Conference on Dielectric Liquids (ICDL), Roma, Italy,
June 23-27, 2019
doi: 10.1109/ICDL.2019.8796598

Paoosu 06ia6/b€Hu npe npemxoOHoe u360pa y 36arme

3. D. Bos$njakovié, Z.Lj. Petrovi¢ and S. Dujko,
Transport of electrons, propagation of streamers and signal induction in resistive
plate chambers,
Proc. 21st Symposium on Application of Plasma Processes (SAPP XXI), Strbske
Plesko, Slovakia (13-18 January, 2017), Book of Contributed Papers (Eds V.
Medvecka, J. Orszagh, P. Papp, S. Matejcik), p.76-83

4. D. BosSnjakovi¢, Z.Lj. Petrovi¢ and S. Dujko,
A New Model of Resistive Plate Chambers Based on Hydrodynamic Approximation,
Proc. 28th Summer School and International Symposium on the Physics of lonized
Gases - SPIG 2016, Belgrade, Serbia, (Aug. 29 — Sep. 2), Contributed Papers and
Abstracts of Invited Lectures, Topical Invited Lectures, Progress Reports and
Workshop Lectures (Eds. D. Mari¢, A. Milosavljevi¢, B. Obradovi¢ and G. Poparié),
pp. 336-339. ISBN 978-86-84539-14-6
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Abstract

®

CrossMark

This work presents swarm parameters of electrons (the bulk drift velocity, the bulk longitudinal
component of the diffusion tensor, and the effective ionization frequency) in C,H,,, with n = 2, 4,
and 6, measured in a scanning drift tube apparatus under time-of-flight conditions over a wide range
of the reduced electric field, 1 Td < E/N < 1790 Td (1 Td = 10" V m?). The effective steady-
state Townsend ionization coefficient is also derived from the experimental data. A kinetic
simulation of the experimental drift cell allows estimating the uncertainties introduced in the data
acquisition procedure and provides a correction factor to each of the measured swarm parameters.
These parameters are compared to results of previous experimental studies, as well as to results of
various kinetic swarm calculations: solutions of the electron Boltzmann equation under different
approximations (multiterm and density gradient expansions) and Monte Carlo simulations. The
experimental data are consistent with most of the swarm parameters obtained in earlier studies. In
the case of C,H,, the swarm calculations show that the thermally excited vibrational population

should not be neglected, in particular, in the fitting of cross sections to swarm results.

Supplementary material for this article is available online

Keywords: electron swarm parameters, drift tube measurements, kinetic theory and computations

1. Introduction

Acetylene (C,H,), ethylene (C,H,) and ethane (C,Hg) are
relatively simple hydrocarbons useful in specialized applica-
tions such as plasma-assisted combustion [1-6], the fabrica-
tion of diamond-like films [7], graphene and carbon
nanostructures [8], and particle detectors [9]. They are also
involved in various chemical reactions in fusion plasmas [10],
the Earth’s atmosphere [11] and in planetary atmospheric
chemistry [12].

0963-0252,/20,/045009+-15$33.00

Knowledge on both electron collision cross sections and
electron swarm parameters is needed for the quantitative
modeling of plasmas. However, with the exception of the drift
velocity, which was measured e.g. in [13—-17] for C,H,, in
[13, 16-23] for C,Hy, and in [13, 15-17, 19, 24, 25] for
C,Hg, further experimental transport and ionization coeffi-
cients have less frequently been reported for these hydro-
carbon gases. Measurements of the longitudinal component of
the diffusion tensor under time-of-flight (TOF) conditions
were additionally reported in [14] for C,H,, [18-20] for

© 2020 IOP Publishing Ltd
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Figure 1. Graphical representation of the work reported in this
article. The red arrows indicate the path from the measurements to
the ‘Experimental’ transport coefficients and ionization frequencies
via fitting of the measured ‘swarm maps’. Another ‘Corrected’ set of
experimental data is also derived based on a correction procedure
which is aided by simulations of the experimental setup and related
data acquisition (indicated by blue arrows) and by kinetic
computations of the swarm parameters. The results of these
calculations (‘Computed’ transport coefficients) are also compared to
the experimental data (green arrows).

C,Hy4, and [19, 24] for C,Hg. Hasegawa and Date [13] also
determined the effective ionization coefficient by the steady-
state Townsend (SST) method for seven organic gases
including acetylene, ethylene, and ethane. In addition to the
drift velocity for C,Hg, Kersten [25] measured the effective
ionization coefficient under TOF conditions for a narrow
range of the reduced electric field, E/N. Furthermore, mea-
sured data for the effective SST ionization coefficient have
been reported e.g. in [26] for C,H,, in [26, 27] for C,H,, and
in [28-30] for C,He.

The aim of this work is (i) to determine the electron
transport and ionization coefficients in C,H,, CoH, and C,Hg
gases in a wide range of E/N, (ii) to compare these results
with those obtained in earlier investigations of these gases,
and (iii) to compare the experimental data with those obtained
from kinetic calculations and simulations using up-to-date
electron collision cross section sets.

The workflow of our studies can be followed with the aid
of figure 1. The red arrows show the path to the ‘Experimental
transport coefficients’ including the effective ionization fre-
quencies. The first step along this path consists of the

measurements carried out with our scanning drift tube appa-
ratus. This is a pulsed system, which is described in section 2.
It records current traces generated by electrons collected from
clouds that arrive after having flown over the drift region. The
results of the experiments are the so-called ‘swarm maps’
which are collections of these current traces for a number of
drift gap length values. The swarm parameters are derived
from the measured swarm maps via a fitting procedure that
assumes that the current measured in the experiment is pro-
portional to the electron density. For the fitting we use the
theoretical form of the electron density in the presence of an
electric field pointing in the —z direction and under TOF

conditions:
n 7z — Wi)?
0 exp [Vefft — g] (D)

ne(z,1) = ———
@ (47TDLZ)I/2 4Dy t

This is the solution of the spatially one-dimensional con-
tinuity equation and represents a Gaussian pulse drifting
along the z direction with the bulk drift velocity, W, and
diffuses along the center-of-mass according to the bulk
longitudinal component of the diffusion tensor Dy . Here ng is
the electron density at z = 0 at time ¢ = 0, and v is the
effective ionization frequency. From the fitting procedure we
obtain W, Dy, and v,.g. The application of the relation [31]

2

allows us to derive the effective SST ionization coefficient,
O, as well.

The assumption that the measured current is proportional
to the electron density is, in fact, an approximation, due to
two reasons. First, the measured current is generated by
moving charges in the detector of the system (see later). In
our previous work [32] we have found that the detection
sensitivity depends on the gas pressure and the collision cross
sections, which both influence the free path of the electrons.
This means that any variation of the energy distribution along
the z direction in the electron cloud may results in a distortion
of the detected pulse and a deviation from the analytical fit-
ting function (1) assumed. Second, the measured current is
proportional to the electron flux consisting of the advective
and diffusive component. The advective component is pro-
portional to the electron density, where the coefficient of
proportionality is the flux drift velocity, and the diffusive
component is proportional to the gradient of the electron
density. Using Ramo’s theorem [33], it can be shown that for
the experimental conditions considered in the present work,
the contribution of the diffusive component to the current is
negligible compared to the contribution of the advective
component, except in the early stage of the swarm develop-
ment when the spatial gradients of the electron density are
more significant.

The errors introduced by the first effect mentioned above
can be quantified by a procedure, which is marked by blue
arrows in figure 1. We carry out a (Monte Carlo (MC))
simulation of the electrons’ motion in the experimental sys-
tem. This simulation generates the same type of swarm maps,
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which are obtained in the experiments, and a set of swarm
parameters is derived via the same fitting procedure as in the
case of experimental swarm maps. The transport coefficients
and ionization frequencies obtained in this way are compared
with the ‘Computed’ ones, originating from kinetic swarm
calculations. We note that (i) this comparison does not
include any experimental data, (ii) the system’s simulations
use the same cross section set as in the kinetic swarm cal-
culations, and (iii) uncertainties of the collision cross sections
used have little influence on the outcome of the comparison of
the parameter sets obtained by swarm calculations and
simulations of the experimental system. The result of this
comparison is gas- and E/N-dependent correction factors that
are applied to the experimental data, providing sets of ‘Cor-
rected’ experimental transport and ionization coefficients.
Details are given below in section 4.

The two (raw and corrected) sets of experimental results
are compared with swarm parameters derived from kinetic
calculations based on solutions of the electron Boltzmann
equation (BE) and on MC simulations as described in detail in
section 3. The application of these different approaches
allows us to mutually verify the accuracy of the different
methods and test the assumptions used by each method. The
‘flow’ of this process is indicated by the green arrows in
figure 1.

The manuscript is organized as follows: in section 2 we
give a concise description of our experimental setup. A dis-
cussion of the various computational methods and the
resulting swarm parameters is presented in section 3, and
section 4 describes the correction procedure applied to the
experimental data. It is followed by the discussion of the
results in section 5. This section comprises the presentation of
the present experimental results for each gas and their com-
parison with previously available measured data as well as the
comparison between transport parameters and ionization
coefficients computed using the various numerical methods
and the present experimental data. Section 6 gives our con-
cluding remarks.

2. Experimental system

The experiments are based on a ‘scanning’ drift tube appa-
ratus, of which the details have been presented in [34]. This
apparatus has already been applied for the measurements of
transport and ionization coefficients of electrons in various
gases: argon, synthetic air, methane, deuterium [35] and
carbon dioxide [36]. In contrast to previously developed drift
tubes, our system allows for recording of ‘swarm maps’ that
show the spatio-temporal development of electron clouds
under TOF conditions. The simplified scheme of our exper-
imental apparatus is shown in figure 2.

The drift cell is situated within a vacuum chamber made
of stainless steel. The chamber can be evacuated by a tur-
bomolecular pump backed with a rotary pump to a level of
about 1 x 10" mbar. The pressure of the working gases
inside the chamber is measured by a Pfeiffer CMR 362
capacitive gauge.

Ultraviolet light pulses (1.7 uJ, 5ns) of a frequency-
quadrupled diode-pumped YAG laser enter the chamber via a
feedthrough with a quartz window and fall on the surface of a
Mg disk used as photoemitter. This disk is placed at the center
of a stainless steel electrode with 105 mm diameter that serves
as the cathode of the drift cell. The detector that faces the
cathode at a distance L; consists of a grounded nickel mesh
(with T = 88% ‘geometric’ transmission and 45 lines/inch
density) and a stainless steel collector electrode that is situated
at a distance of L, = 1 mm behind the mesh.

Electrons emitted from the Mg disk fly towards the col-
lector under the influence of an accelerating voltage that is
applied to the cathode. This voltage is established by a BK
Precision 9185B power supply. Its value is adjusted according
to the required E/N for the given experiment and the actual
value of the gap (L) during the scanning process, where E/N
is ensured to be fixed. The current of the detector system is
generated by the moving charges within the mesh-collector
gap: according to the Shockley—Ramo theorem [33, 37, 38]
the current induced by an electron moving in a gap between
two plane-parallel electrodes with a velocity v, perpendicular
to the electrodes is I = — egv,/L, where —e¢y is the charge of
the electron and L is the distance between the electrodes
(L = L, in our case). Accordingly, in our setting the mea-
sured current at a given time ¢ is

1(1) = ¢ ver (D), 3)
k

where c is a constant. The summation goes over all electrons
being present in the volume bounded by the mesh and the
collector at time ¢, and v, ; is the velocity component of the kth
electron in z direction.

Electrons entering the detector region (the gap between
the nickel mesh and the collector) contribute to the mea-
sured current until their first collisions with the gas mole-
cules, as these collisions randomize the angular distribution
of their velocities. Therefore, the free path of the electrons
plays a central role in the magnitude of the current. For
conditions when this free path is longer than the detector
gap, the electron sticking property of the collector surface
plays a crucial role too, as reflected electrons generate a
current contribution with an opposite sign with respect to
that generated by the ‘incoming’ electrons. According to the
above effects, which have been explored to some details in
[32], the sensitivity of the detector changes with the nature
of the gas (magnitudes and energy dependence of the
electron collision cross sections), the pressure, as well as
the energy distribution of the electrons. This dependence is
the primary reason which calls for a correction of the
measured transport and ionization coefficients as discussed
in more details in section 4.

The collector current is amplified by a high speed current
amplifier (type Femto HCA-400M) connected to the collector,
with a virtually grounded input, and is recorded by a digital
oscilloscope (type Picoscope 6403B) with sub-ns time reso-
lution. Data collection is triggered by a photodiode that senses
the laser light pulses. The low light pulse energy necessitates
averaging over typically 20000-150000 pulses. The
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Figure 2. Simplified schematic of the scanning drift tube apparatus.
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Figure 3. (a)-(c) Swarm maps recorded in C,Hg for different values of E/N, as indicated. (d) Vertical cuts of the swarm map of (b), which are
the measured current traces at the drift length values given in the legend. The pulses have nearly Gaussian shapes. The ‘shift’” of the pulses
with increasing drift length (L;) is the manifestation of the drift, while their widening is due to (longitudinal) diffusion. As ionization in C,H¢
is weak at £/N = 100 Td, the amplitude of the pulses decreases with increasing L; due to the widening of the pulse.
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experiment is fully controlled by a computer using LabView
software.

During the course of the measurements current traces are
recorded for several values of the gap length. The grid and the
collector are moved together by a step motor connected to a
micrometer screw mounted via a vacuum feedthrough to the
vacuum chamber. The distance between the cathode and the
mesh, i.e. the ‘drift length’, can be set within a range of
L, = (7.8-58.3) mm. Here, we use 53 positions within this
domain.

Sequences of the measured current traces are subse-
quently merged to form ‘swarm maps’, which provide
information about the spatio-temporal development of the
electron cloud. Figures 3(a)—(c) illustrates such swarm maps,
obtained in experiments on C,Hg, for different values of the
reduced electric field. The qualitative behavior of the swarm
is directly seen in these pictures: the slope of the region with
appreciable current indicates the drift of the cloud, the
widening of this region is related to (longitudinal) diffusion,
while an increasing amplitude (as seen in panel (c)) is an
indication of ionization. Figure 3(d) displays vertical ‘cuts’ of
the map shown in panel (b), for E/N =100 Td. These cuts
are, actually, the current traces recorded in the measurements
at different gap length values.

3. Simulation of the electron swarm

The experimental studies of the electron transport are sup-
plemented by numerical modeling and simulation. In addition
to MC simulations, three different methods are applied to
solve the BE for electron swarms in a background gas with
density N and acted upon by a constant electric field, E:a
multiterm method for the solution of the time-independent BE
under spatially homogeneous and SST conditions, respec-
tively, and the S, method applied to a density gradient
expansion of the electron velocity distribution function
(EVDF). They differ in their initial physical assumptions and
in the numerical algorithms used and provide different
properties of the electron swarms

Details of the different BE methods, as well as main
aspects of the MC simulation have been discussed in [36],
and we just provide a brief discussion below.

In the following, the electric field is parallel to the z axis
and points in the negative direction, E = —FEe,, and 0 is the
angle between v and E. Moreover, we assume that the spatial
and time scales, respectively, exceed the energy relaxation
length and time, such that the transport properties of the
electrons do not change with time ¢ and distance z any longer.
That is, the electrons have reached a hydrodynamic regime
characterizing a state of equilibrium of the system where the
effects of collisions and forces are dominant and the EVDF,
f(#, v, t), has lost any memory of the initial state.

We base our studies on the electron collision cross
section sets from Song et al [39] for acetylene, Fresnet et al
[40] for ethylene and Shishikura er al [24] for ethane. The
cross sections for acetylene and ethane were extended to

electron kinetic energies, ¢, of 1000 eV by fitting a function
with a log(e)/e dependence, according to the Born-Bethe
high-energy approximation, to the tail of the original cross
sections.

The C,H, data set includes the momentum transfer cross
section for elastic collisions, three vibrational cross sections
for single quanta excitation of modes v, /vs, v4/vs and v, (the
first two unresolved) and one vibrational cross section for two
quanta excitation of v4+vs, three electronic excitation cross
sections, the total electron-impact ionization cross section and
the total dissociative electron attachment cross section for
C,H, leading to the formation of C,H™, H™ and C,,
respectively.

The C,H, data set includes the momentum transfer cross
section, two lumped vibrational cross sections with thresholds
at 0.118 and 0.365eV, three electronic excitation cross
sections, the total electron ionization cross section and a
collision cross section for electron attachment.

Finally, the C,Hg set of collision cross sections includes
the momentum transfer cross section, three lumped vibra-
tional cross sections with thresholds at 0.112, 0.167 and
0.36 eV, two electronic excitation cross sections, the total
electron ionization cross section and an electron attachment
cross section.

All of the above cross section sets were developed
neglecting the population of thermally excited vibrational
states and superelastic processes. The implications of this
approximation are discussed in section 5.4.

3.1. BE methods

3.1.1.  Multiterm method for spatially homogeneous
conditions. In this approach, to describe f(¥,V, )
(abbreviated by BE 0D in the figures shown in section 5),
we consider that the EVDF is spatially homogeneous (0D)
and the electron density changes exponentially in time
according to n.(t) oc exp(tesrt) at the scale of the swarm.
Here, the effective ionization frequency v, = v; — 1, is the
difference of the ionization (v;) and attachment (v,)
frequencies. In this case we can neglect the dependence of f
on the space coordinates and write the EVDF under
hydrodynamic conditions as

f@, 1) = F@)ne(r). )

The corresponding microscopic and macroscopic properties
of the electrons are determined by the time-independent,
spatially homogeneous BE for F'(¥). As this distribution is
symmetric around the field direction, it can be expanded with
respect to the angle 6 in Legendre polynomials P, (cos 6) with
n > 0. Substituting this expansion in the BE leads to a
hierarchy of partial differential equations for the coefficients
f;(v) of this expansion. The resulting set of equations with
typically eight expansion coefficients is solved employing a
generalized version of the multiterm solution technique for
weakly ionized steady-state plasmas [41] adapted to take into
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account the
processes.

Using the computed expansion coefficients fn(v), we
obtain the effective ionization frequency, v, and the flux
drift velocity

ionizing and attaching electron collision

w= —ukE, )
where p is the flux mobility. Explicit formulas of these
transport parameters obtained by the BE 0D method can be
found in [36].

3.1.2. Multiterm method for SST conditions. This approach to
describe the EVDF (abbreviated by BE SST in the figures
shown in section 5) takes into account that f (¥, V, t) has
reached SST conditions so that the mean transport properties
of the electrons are time-independent, do not vary with
position any longer, and the electron density assumes an
exponential dependence on the distance according to
ne(z) ox exp(aegrz). Thus, we can neglect the dependence of
f on time and write the EVDF under SST conditions as
[ ¥) = FO@)n(), (©)
where the upper index (S) denotes SST conditions. In
accordance with the procedure described in section 3.1.1,
the corresponding microscopic and macroscopic properties of
the electrons are determined by the steady-state, spatially
homogeneous BE for F (S)(V ). Since this distribution is again
symmetric around the direction of the field, it can be
expanded in Legendre polynomials F,(cosf) with n > 0.
The substitution of this expansion into the BE leads to a set of
partial differential equations for the expansion coefficients
7 (v), which is solved efficiently by a modified version
of the multiterm method [41] adapted to treat SST
conditions [36].
In this approach, the effective SST ionization coefficient
is directly given by

5
Qeff = —g- (N
Vm

Here, 1§} and v are the effective ionization frequency and
mean velocity at SST conditions, respectively, which are
calculated by means of the computed expansion coefficients

7 ) 1361.

3.1.3. Density gradient representation. When ionization or
attachment processes become important in TOF experiments,
the electron swarm can no longer be considered homogeneous
and the electron density gradients become significant.

This approach to describe the electron swarm at
hydrodynamic conditions (labeled as BE DG below) is based
on an expansion of the EVDF with respect to space gradients
of the electron density n., of consecutive order. In this case, f
depends on (7, t) only via the density n.(7, t) and can be
written as an expansion on the gradient operator V according

to

FE 0= Y FO@) & (~Vyine(F, 1),

Jj=0

®)

where the expansion coefficients F() (V') are tensors of order j
depending only on ¥, and ®/ indicates a j-fold scalar product
[42]. Note that the first coefficient F( (¥) corresponds to the
function F (V) above, for spatially homogeneous conditions
(see section 3.1.1).

The expansion coefficients F<* of order j are obtained
from a hierarchy of equations for each component, which all
have the same structure and depend on the previous orders. In
particular, to obtain the transport coefficients measured in
TOF experiments, a total of five equations are required,
namely for the expansion coefficients FO, Fz(l), F}l), F Z(f) and
F2. In the present study, these equations are solved using a
variant of the finite element method given in [43] in a
(v, cos 0) grid.

From the above expansion coefficients we obtain two sets
of transport coefficients: the flux coefficients, neglecting the
contribution of non-conservative processes and equivalent to
those obtained by the BE OD approach described in
section 3.1.1, and the bulk coefficients including a contrib-
ution from ionization and attachment. The latter are, the bulk
drift velocity

W=wt [t FO@)d ©)

with 7 (v) = vN[oi(v) — 62(v)] where o and o® are,
respectively, the ionization and attachment cross sections;
and the longitudinal and transverse components of the
diffusion tensor

DL = f v FO@)dv + f Pt () FO(7)d7, (10)

1 L o
Dy = E{fvTF;l)(v)dv i fueff(v)F;?(v)dv}. (11)

Note that the first terms of the right-hand side of
equations (9)—(11) are the flux component. Further details can
be found in [36].

The effective or apparent Townsend ionization coeffi-
cient aeg, as determined in SST experiments, can be
computed from the TOF parameters using equation (2).

3.2. MC technique

In the MC simulation technique, we trace the trajectories of
the electrons in the external electric field and under the
influence of collisions. As the degree of ionization under the
swarm conditions considered here is low, only electron-
background gas molecule collisions are taken into account.
The motion of the electrons with mass m. between collisions
is described by their equation of motion
&er

me— = —eykE.

o (12)

The electron trajectories between collisions are determined by
integrating this equation numerically over time steps of
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duration At ranging between 0.5 and 2.5 ps for the various
conditions. While this procedure is totally deterministic, the
collisions are handled in a stochastic manner. The probability
of the occurrence of a collision is computed after each time
step, for each of the electrons, as

P(Af) = 1 — exp[—NvoT (v) At]. (13)

The occurrence of a collision is determined by comparing P
(Ar) with a random number with a uniform distribution over
the (0, 1) interval. The type of collision is also selected in a
random manner taking into account the values of the cross
sections of all possible processes at the energy of the colliding
electron. For a more detailed description see [36].

The transport parameters (labeled as MC below) are
determined as

d| X050

W= ———— 14
dt N (1) (14)

and

1 N® ClZ,'(l‘)
w=— '
Ne(r) =) dt

) 15)

respectively, for the bulk and flux drift velocities, where N.(f)
is the number of electrons in the swarm at time ¢. The bulk
longitudinal and transverse components of the diffusion ten-
sor are

1d
Dy = ——[{z2(0)) — (z(®))*], 16
L= S EO) = 0] (16)
= ——[{(x2@) + y* ()], 17
T 4dt[< )+ y* )] a7

and the effective ionization frequency is given by
dIn(N (¢
- WNe () (18)
dr

Furthermore, the effective SST ionization coefficient cv.gr
is also calculated according to relation (2) using (14), (16)
and (18).

All results of calculated electron swarm parameters pre-
sented in this work were additionally verified by independent
MC simulations and calculations based on multi-term solu-
tions of the electron BE developed by the Belgrade group
[44, 45]. For clarity, these results are not included in the
figures shown in the next sections, but are available from the
authors on request.

As it was already mentioned in the Introduction and is
discussed in somewhat more detail in the next section, MC
simulations are also applied in the simulation of the electrons’
motion in the experimental system, assisting a correction
procedure of the experimental data.

4. Correction of the experimental results
To quantify the effect caused by the variations of the electron

energy distribution along the swarm, that in turn makes the
detection sensitivity time-dependent, MC simulations of the

experimental system have been carried out for most of the sets
of conditions (p, E/N) in the experiments. These simulations
generate swarm maps, similarly to those measured, and a set
of swarm parameters is derived from these maps via exactly
the same fitting procedure as in the case of the experimental
data. The transport parameters and ionization frequencies
obtained from the simulations of the setup are compared with
those obtained from kinetic swarm calculations based on the
solution of the electron BE, where the same electron collision
cross section sets are used. Good agreement between the two
sets of swarm parameters implies that the assumption made in
the fitting of the experimental data, i.e. the use of the theor-
etical form (1) of n.(z, 1) as a fit to the measured data, is
acceptable. In contrast, strong deviations indicate that this
assumption is not applicable for the given condition. We note
that no experimental data are involved in this procedure.

In these MC simulations the electrons leaving the cath-
ode had an initial energy of 1 eV, which is a realistic value
considering the photon energy and the work function of the
cathode material. These electrons were started with a uniform
angular distribution over the positive half sphere. The sensi-
tivity of the computed swarm maps on this latter assumption
is not expected to be strong because the collisions quickly
randomize the initial directions of the electrons. As in these
simulations the motion of the electrons in the whole exper-
imental system is described, the dependence of the detector’s
sensitivity on the energy of the electrons entering the mesh-
collector gap is ‘automatically’ included as the detector cur-
rent generated by these electrons is computed directly.

Results of this procedure for each of the gases and for the
whole domain of E/N are presented in figure 4. The panels
correspond to the swarm parameters W, Dy, Veg, and ey,
respectively, and show the differences of each parameter
derived by the simulation of the experimental system with
respect to its theoretical value obtained from the BE solution.
That is, if we denote the values obtained from the simulation
of the experimental system by S, and those obtained from the
BE solution by 7, the quantity depicted in figure 4 is (S — T)/
T. The set of ‘Corrected’ transport coefficients can thus be
obtained from the experimentally measured values (X, and

. X, T
Xexp» respectively) as Xeor = —5o7 = <Xexp-

15T T s

In the case of the bulk drift velocity (figure 4(a), the error
is in the few % range for most of the conditions, and it
approaches ~10% at the highest E/N values. This indicates
that the determination of the bulk drift velocity values from
the experimental data is quite reliable.

The situation turns out to be much worse for the long-
itudinal component of the diffusion tensor (figure 4(b)). Here,
the error ranges from ~ —40% to ~ +80%, depending on
E/N. The Dy data can be considered to be acceptably accurate
at intermediate E/N values only. The much larger error of Dy
with respect to that of W can be explained by the fact that the
distribution of the average electron energy along the swarm is
inhomogeneous. In the close vicinity of the maximum of the
spatial distribution of the electron density, the variation of the
average energy along the swarm is comparatively small.
However, by moving away from this maximum, the spatial
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Figure 4. Deviations of the results between the swarm parameters obtained from the simulations of the experimental system (S) versus the
theoretical values (7), i.e. (S — T)/T for the bulk drift velocity (a), the longitudinal component of the diffusion tensor (b), the effective
ionization frequency (c) and the effective SST ionization coefficient (d). Applying these correction factors to the experimental results (Xep,)

leads to the set of ‘Corrected’ transport coefficients (X.or) as Xeorr =

variations of the average energy along the swarm increase. As
the drift velocity is primarily determined by the position of
the maximum of the spatial profile of the electron density
while the diffusion is predominantly determined by the width
of this distribution, it is clear that the width of the distribution
is more affected by non-uniform sensitivity of the detector
with respect to the average electron energy than the position
of the maximum.

Regarding the effective ionization frequency (figure 4(c))
and the strongly related SST ionization coefficient
(figure 4(d)), we observe small errors at high E/N values,
where ionization is appreciable. The error, on the other hand,
grows high when E/N approaches ~100 Td, where both veg
and q.¢ drop rapidly.

5. Results and discussion

The electron swarm parameters have been measured in a wide
range of the reduced electric field, between 1 and 1790 Td at a
gas temperature T of 293 K. The pressure of the gases ranged
between 5 and 1000 Pa in the measurements. The actual value
for any given E/N was set to optimize the measured current
of the drift cell, while paying attention that the corresponding
voltage remains below the breakdown threshold over the
whole range of the electrode distances covered during the
scanning process.

In the following, results of our measurements are pre-
sented for the three hydrocarbon gases C,H,, C,H,, and

Xexp ZX
= exp-

5T T
+T

C,Hg. Besides the transport parameters and ionization coef-
ficients resulting from the experiments via the fitting proce-
dure described in section 1, we also present the corrected
values of these data resulting from the procedure introduced
in section 4. For each swarm parameter, we compare the
present measured data with previous experimental results and
with the results of the kinetic computations based on the
solution of the electron BE or on MC simulations, obtained
with the selected electron collision cross sections. The results
for the flux parameters obtained by methods BE 0D, BE DG
and MC overlap, and so do the bulk parameters obtained from
the BE DG and MC methods. Our experimental results for
each transport parameter and gas (uncorrected and corrected
values) are available in the supplementary data file (online at
stacks.iop.org/PSST/29/045009 /mmedia) Furthermore, the
present measured data as well as results of the kinetic com-
putations are available online at [46-48].

5.1. Electron mobility

We start by comparing the values of the gas number density
times mobility, N u, derived from the bulk drift velocity, with
previous experimental data for the three hydrocarbon gases in
figure 5. We estimate the maximum experimental error of
these values to be around 6%.

Except for the high values of E/N, our measured bulk
drift velocity and mobility results are in excellent agreement
with all previous results. In C,H,, however, at low E/N we
find two distinct sets of results: the present results are
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Figure 5. Mobility in C,H,, C,H, and C,Hg obtained from drift
velocity results: Bortner et al [23], Hurst et al [22], Cottrell and
Walker [17], Christophorou et al [21], Bowman and Gordon [16],
Wagner et al [20], Cottrell et al [15], Schmidt and Roncossek [19],
Kersten [25], Shishikura et al [24], Nakamura [14], Takatou et al
[18], Hasegawa and Date [13] and present measurements. The
figures share the same E/N scale. ‘Present experiment’ corresponds
to the uncorrected experimental data. The corrected data are not
shown here because of the small correction factors for the bulk drift
velocity and the mobility.
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Figure 6. Mobility in C,H,, C;H4 and C,Hg: present experiment and
modeling results. The results and Ny scale for C,Hy and C,Hg have
been shifted. ‘Present experiment’ corresponds to the uncorrected
experimental data. The corrected data are not shown here because of
the small correction factors for the bulk drift velocity /mobility.

consistent with the measurements of Bowman and Gordon
[16], while the results of Cottrell and Walker [17] are in
accordance with those of Nakamura [14]. Note that the latter
results were used to obtain the recommended electron col-
lision cross sections for C,H, [39] used in the present mod-
eling and simulation. At high E/N the present results deviate
from those of Hasegawa and Date [13] in C,H, and C,Hy4.
However the latter results are obtained from the mean arrival-
time velocity defined in [49] and are not easily comparable
with the present TOF results in the presence of reaction
processes.

In figure 6 we compare the results of the present mea-
surements with the kinetic computation results. In this figure
the E/N scale is common to the three gases but the Ny scale
and data for C;H4 and C,Hg have been shifted upwards to
avoid overlapping of the curves. Above 200 Td the contrib-
ution of non-conservative processes becomes visible and the
mobility results are split into a bulk branch (for MC and BE
DG bulk mobilities and the present measurements) and flux
values (respectively for BE 0D, MC and BE DG flux mobi-
lities). Here our measured data show some differences to the
MC and BE DG bulk results for all three gases. In case of
C,H,, as the electron collision cross sections used are based
on the swarm results of Nakamura [14], the modeling results
deviate from the present experimental results below 10 Td.
Note that below 3 Td the modeling results also deviate from
the measurements of Bowman and Gordon [16] as well as of
Cottrell and Walker [17] in figure 5.

5.2. Diffusion tensor

The present experimental results for the gas number density
times the longitudinal component of the diffusion tensor,
N D, for C,H,, C;Hy and C,Hg are shown in figure 7
together with previously measured data as well as with the
kinetic computation values for the bulk longitudinal and
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Figure 8. Reduced effective ionization frequency in C,H,, C,H4 and
C,Hg: present experiment and modeling results. The results and E/N
scale for C,H, and C,Hg are shifted horizontally. ‘Present
experiment’ corresponds to the uncorrected data.

transverse components of the diffusion tensor for each gas.
The present measured values of N Dy exhibit larger scatter-
ing, which is explained by the higher uncertainty of the
determination of Dy in the experiments (~10%) compared to
that of the drift velocity.

Above 100 Td there is reasonable agreement of the pre-
sent measurements with previous experimental data and the
modeling results for the three gases. Below 100 Td however,
the present measurements evidence the same qualitative
behavior but are systematically above previous measure-
ments. Note that the application of the correction procedure,
detailed in section 4, to our experimental results leads to
much better agreement with previously measured data, in
particular for C,H, and C,Hg. In case of C,H,, we observe a
qualitative difference between our measurements and those
performed by Nakamura [14]. These differences can be
attributed to the non-uniform sensitivity of the detector in our
experimental setup, which has been already discussed in
section 4.

The modeling results for Dy in C,H, and C,H, below
2Td and 5 Td, respectively, also deviate from all exper-
imental results indicating that the corresponding cross section
sets require improvement. In each of the three gases, the
values of the transverse component of the diffusion tensor,
Dr, obtained by the kinetic computations, are very different
from the longitudinal component, D;. The measurement of
data of this component can provide additional tests for the
fitting of the electron collision cross sections.

5.3. Effective ionization frequency and SST ionization
coefficient

The experimental and modeling results for the reduced
effective ionization frequency, veg/N, for the three gases
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studied are displayed in figure 8. To our best knowledge this
is the first report of g in these three gases for an extended
range of 100 Td < E/N < 1790 Td, for which the estimated
experimental error of the data is <8%. In order to accom-
modate the results on the same figure, all gases share the same
Ver/N axis but the E/N scales for C,H4 and C,Hg have been
shifted to the right.

Good agreement between our measured and calculated
results is generally found for E/N values larger than about
200 Td, indicating that the electron collision cross section sets
for the three gases are reasonably well adapted to allow for an
appropriate determination of the rate coefficients for ground
state ionization. Certain differences are obvious for lower
E/N values. These differences seem to result from the mea-
surement and/or, more likely, from the fitting procedure (see
figure 4).

Our experimental data for the reduced effective SST
ionization coefficient, cv.g/N, obtained using equation (2), are
compared with previous measurements and the kinetic com-
putation results in figure 9. As .y is derived from the set of
parameters {W, Dy, v}, these results have a higher uncer-
tainty than v.¢ with an estimated experimental error of <10%.
Notice that the kinetic computation results using method BE
SST do not include the approximations involved in
equation (2), but are directly obtained by solving the electron
BE at SST conditions according to (7). In this respect, their
comparison with the BE DG and MC results can indicate the
range of validity of equation (2).

Except for the low values of E/N, our results for the
effective SST ionization coefficient are in excellent agreement
with all previous results and the kinetic computations. At
values close to the threshold, however, the present results are
higher than previous measurements. Notice that Kersten’s
effective Townsend ionization coefficient was measured
under TOF conditions and corresponds to veg/ W [25]. Thus,
it represents the effective SST ionization coefficient g
according to (2) only in the absence of diffusion, i.e. Dy, = 0.

5.4. Effect of the vibrationally excited population

The cross sections sets used above were obtained considering
only electron collisions with the ground state of the mole-
cules. However, the correct description of the characteristics
of electrons in molecular gases at low reduced electric fields,
requires to take into account superelastic collisions of elec-
trons with thermally excited molecules. For example, this is
discussed in [50] for the case of molecular hydrogen and
nitrogen. For diatomic molecules superelastic collisions with
rotationally excited molecules have to be taken into account
in calculations for low reduced electric fields (see, for
example [51]).

As polyatomic molecules have multiple vibrational
modes and these modes can be degenerate, in these gases we
can find a significant fraction of molecules in thermally
excited vibrational states at room temperature. In addition to
their contribution to energy losses due to elastic, exciting,
ionizing and attaching collision processes, these excited states
contribute to electron energy gains due to superelastic
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Figure 9. Reduced effective Townsend ionization coefficient in
C,H,, C;H, and C,Hg. Experimental results: present experiment,
Heylen [26, 29], Watts and Heylen [28], Kersten [25] and Hasegawa
and Date [13]. Modeling results: BE SST, MC and BE DG. ‘Present
experiment’ corresponds to the uncorrected data.

collisions and influence the EVDF and transport parameters,
mainly at low to medium E/N field values. The importance of
their effect increases with the energy associated with the
collision and the fractional population of thermally excited
states with that energy. This population, however, decreases
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Table 1. Fractional population of the first vibrational levels of C,H,
at 293.15 K.

Vibr. state  Short notation g  Energy (eV) Frac pop. (%)
(00000) Vo 1 0.0 85.37
(10000) 2 1 0.421 55 % 107°
(01000) Vo 1 0.245 53 x 1073
(00100) V3 1 0.411 83 x 107°
(00010) Va 2 0.075 8.47
(00020) 3 0.150 0.63
(00001) Vs 2 0.0905 4.75
(00002) 3 0.180 0.20
(00011) V4 + Vs 4 0.165 0.47

exponentially with energy. From the combination of these
two factors, the effect on the EVDF should be maximum for a
given energy value.

Taking into account the equations for the fractional
populations and statistical weights of polyatomic molecules in
the appendix, we can estimate the populations of the different
states of these gases.

Acetylene has five vibrational modes, with the two bending
modes (v4 and vs) double degenerate and with energies
of, respectively, 0.075 eV and 0.0905 eV [52]. At a gas
temperature of 293.15 K, the vibrational states with
fractional population above 0.1% are indicated in table 1.
At this temperature only around 85% of the acetylene
molecules are in the ground state and the vibrational
population in excited states of modes v, and vs is
significant.

Ethylene: In contrast to C,H,, none of the twelve ethylene
vibrational modes [52] is degenerate, where the lowest
threshold energy for vibrational excitation to vyq is
0.102 eV and, at the same temperature, more than 95% of
the molecules are in the ground state.

Ethane: All the degenerate vibrational modes of ethane [52]
have energies above 0.15 eV and at room temperature
their fractional population is small. Overall, however,
only 73% of ethane molecules are in the ground state as
mode v4 has an excitation energy of only 0.036eV.
Molecules in the two first excited vibrational states of this
mode represent 22% of the total. On the other hand, as
the excitation energy of the v4 mode transitions is very
small, the effect on the EVDF and transport parameters is
also small.

Of the three gases analyzed, the impact of the thermally
excited vibrational population on the EVDF should be largest
in C,H,. The vibrational excitation cross section set for C,H,
[39] is also more complete than the vibrational cross section
sets for C,Hy and C,Hg used in this study. For these reasons
we study the effect of the thermally excited vibrational states
only for acetylene.

Our goal is to single out the contribution of the vibra-
tionally excited molecules due to superelastic collisions and
we will change the electron collision cross sections in such a
way that, if we neglect these collisions, we obtain the same
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results as before. Starting from the recommended cross
section set for ethylene [39], we introduce the following
modifications:

(a) We split the lumped cross sections for the vibrational
excitation of modes v;/v; and v4/vs into individual cross
sections for each modes, with a value of half of the original cross
section. That is ¢,, = 0,, = %le /v, and 0, = oy, = %% Jvs-

(b) The threshold for the excitation of modes v, and v3
and of modes v, and vs is set at the same value as before of,
respectively, 0.411 eV and 0.0905 eV.

(c) We assume that all molecules are in one of the three
states (00000), (00010) and (00001), with the fractional
population, ¢, of the last two states in thermal equilibrium
with the gas and the ground state fraction given by
00000 = (1 = 00010 — B00001)-

(d) We consider the following vibrational excitation
processes for electron collisions with the ground state
(00000):

e -+ CyHy(00000) — e + C,H,(10000)
e -+ CyHy(00000) — e + C,H,(01000)
e + C,H,(00000) — e + C,H,(00100)
e + C,H(00000) < e + C,H,(00010)
e + C>H,(00000) < e + C,H,(00001)
e + C,H,(00000) < e + C,H,(00011)

where reactions with double-arrows include superelastic
collisions.

(e) We additionally include the following vibrational
excitation processes on collisions with states (00010) and
(00001):

e + C,H,(00010) — e + C,H,(10010)
e + C,H,(00010) — e + C,H,(01010)
e + C,H,(00010) — e + C,H,(00110)
e + C,H,(00010) «+ e + C,H,(00020)
e + C,H,(00010) « e + C,H,(00011)
e + C,H,(00010) — e + C,H,(00021)

and

e + C,H>(00001) — e + C,H,(10001)
e + C,H,(00001) — e + C,H,(01001)
e + C>H>(00001) — e + C,H,(00101)
e + CyHy(00001) < e + C,H,(00011)
e + CyHy(00001) < e + C,H,(00002)
e -+ CyHy(00001) — e + C,H,(00012)

adopting for these processes the same cross sections as the
corresponding excitations from the ground state.

(f) We further assume that the electron collision cross
sections for momentum transfer, electronic excitation, ioniz-
ation and attachment with the vibrational states (00010) and
(00001) are the same as for state (00000).

(g) We obtain the superelastic vibrational cross sections
from the corresponding direct processes assuming that the
detailed balance principle is valid.

Note that if we neglect superelastic collisions, the EVDF
and swarm parameters obtained with these modified cross
sections and electron collision reactions are exactly the same
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Figure 10. Isotropic component of the EVDF in C,H, at 293.15 K
for 1 and 10 Td, with and without superelastic collision processes
included.

as with the original set [39] and are independent of the
fractional population of levels (00010) and (00001).

The influence of superelastic collisions is illustrated in
figure 10 which shows the isotropic component ]%(e) of the
EVDF as a function of the electron kinetic energy,
€= mev2/2, calculated at E/N values of 1Td and 10Td,
respectively, with and without the inclusion of superelastic
processes. Pronounced differences between the corresponding
isotropic distributions fo (¢) are found at E/N = 1Td, while
the impact of superelastic electron collision processes is
comparatively small at 10 Td. This finding is not only
reflected by the isotropic distribution but also by different
macroscopic properties.

The influence of superelastic collisions is mostly visible
in the drift velocity and mobility as shown in figure 11. This
figure compares the values of mobility and the longitudinal
and transverse bulk components of the diffusion tensor
obtained with the original cross sections set with the results
obtained using the modified set with and without the inclusion
of superelastic processes. As predicted, the results of the
modified set neglecting superelastic collisions are the same as
those obtained with the original set. Superelastic collisions are
responsible for a reduction of the electron mobility in the
range of low reduced field, visible up to approximately 20 Td.
The influence on the components of the diffusion tensor is
overall smaller than that on the mobility with the largest
differences in the longitudinal component around 10 Td.

As the impact of superelastic collisions decreases
remarkably above about 20 Td, their influence on the effec-
tive ionization frequency and Townsend ionization coefficient
is negligible.

6. Concluding remarks

We have investigated electron swarm parameters in C,H,,
C,H, and C,Hg¢ experimentally using a scanning drift tube, as
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Figure 11. (a) Mobility and (b) longitudinal and transverse bulk
components of the diffusion tensor in C,H, at 293.15 K: modeling
results obtained with the electron collision cross sections from [39]
without considering superelastic processes and with a modified set
with and without superelastic processes.

well as computationally by solutions of the electron BE and
via MC simulation, corresponding to both TOF and SST
conditions. The measured data made it possible to derive the
bulk drift velocity, the bulk longitudinal component of the
diffusion tensor and the effective ionization frequency of the
electrons, for the wide range of the reduced electric field from
1 to 1790 Td. The measured TOF transport parameters as well
as the effective SST ionization coefficient, deduced from the
TOF swarm parameters, have been compared to experimental
data obtained in previous studies. Here, generally good
agreement with most of the transport parameters and the
effective SST ionization coefficients obtained in these earlier
studies was found. In the case of the drift velocity or the
mobility, respectively, and the longitudinal component of the
diffusion tensor we found disagreements at low or high values
of E/N.

The experimental data have undergone a correction
procedure, which was supposed to quantify the errors caused
by the dependence of the sensitivity of the detector of the drift
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cell on the energy distribution of the electrons in the swarm
that may have a spatial dependence.

In particular, in case of C,H, our measured drift velo-
cities at low E/N agree well with previous data of Bowman
and Gordon [16] but not with the results of Cottrell and
Walker [17] as well as of Nakamura [14]. Further measure-
ments in this range are required to clarify this contradiction.

The comparison of the experimental data was also carried
out with swarm parameters resulting from various Kkinetic
computations, which used the most recently recommended
cross section sets [24, 39, 40]. Here, excellent agreement
between electron BE and MC simulation results verifies the
computational approaches and data for the three gases. The
agreement of the computed data with the present and pre-
viously measured values of the reduced effective ionization
frequency and SST ionization coefficient was generally good.
However, certain differences between kinetic computational
and measured results found for the drift velocities and,
especially, for the longitudinal component of the diffusion
tensor illustrate the need for an improvement of the existing
collision cross section sets for the three hydrocarbon gases
considered.

We have also studied the influence of the thermally
excited vibrational populations on the transport parameters. In
the case of C,H, we have found that this population has a
significant value and superelastic collisions influence the drift
velocity and the components of the diffusion tensor up to
20 Td. The fitting of electron collision cross sections for this
gas using swarm experiments should include these processes.
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Appendix. Statistical weights and statistical sums

The fractional populations for the levels of a polyatomic
molecule with 7, modes and vibrational quantum numbers

(v1v,v3...) are given by
o552

8wivavs...) e _ Ewivavs...)

Al
iaT (A.D)

6(\/1\/2\/3“‘) -
v
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where €y,v,y,...) 15 the level energy and g the total statistical
weight
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where d,, is the degeneracy multiplicity for mode n, and Q,
the vibrational statistical sum which, in the harmonic oscil-
lator approximation for the vibrational states, is

n=n,

H (1 - Zn)id”,

n=1

Oy Zy = exp{—hv, /kgT}, (A.3)

where h is the Planck constant and v, are the vibrational
frequencies.
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Abstract
We investigate the spatially and temporally resolved electron kinetics in a homogeneous electric
field in argon gas, in the vicinity of an emitting boundary. This (transient) region, where the
electron swarm exhibits non-equilibrium character with energy gain and loss processes taking
place at separate positions (in space and time), is monitored experimentally in a scanning drift
tube apparatus. Depending on the strength of the reduced electric field we observe the
equilibration of the swarm over different length scales, beyond which the energy gain and loss
mechanism becomes locally balanced and transport properties become spatially invariant. The
evolution of the electron swarm in the experimental apparatus is also described by Monte Carlo
simulations, of which the results are in good agreement with the experimental observations, over

the domains of the reduced electric field and the gas pressure covered.

Keywords: electron swarm, drift tube measurement, Monte Carlo simulation

1. Introduction

The description of charged particle transport in plasma
modelling is often based on transport coefficients (e.g.
mobility and diffusion coefficients) that are functions of the
reduced electric field (electric field to gas density ratio, E/N).
These coefficients can be determined experimentally in
swarm experiments in which a cloud of charged particles (e.g.
electrons) moves under the influence of a homogeneous
electric field. The basic tools for measurements of these
coefficients have been drift tubes, e.g. [1-5], which can
operate in different modes (steady-state or pulsed) and give
various transport coefficients [6]. Obtaining precise transport
coefficients experimentally also aids the optimisation of cross
section sets [7-9].

Swarm experiments aimed at the determination of transport
coefficients have to be conducted under the conditions of

0963-0252/19,/095007+-11$33.00

equilibrium transport, where the effects of boundaries are neg-
ligible, gradients are weak and the electron velocity distribution
function (VDF, f(v)) is uniquely defined by E/N. As the VDF of
the ‘initial’ electrons (created, e.g. by ultraviolet radiation) in any
experimental system is different from the equilibrium VDF, the
swarm needs a certain length to equilibrate, during which length
the energy (momentum) gain and loss mechanisms get balanced
(see, e.g. [10, 11]). This equilibration domain (within which the
transport has ‘non-hydrodynamic’ or ‘non-local’ character)
should ideally be excluded from the region from which data for
the determination of transport coefficients is collected as here the
characteristics of the swarm vary spatially despite the fact that
the electric field that drives the transport, is homogeneous.
Excluding the equilibration region from the measurements is,
however, normally not possible, but one has to ensure that the
effects of swarm equilibration in the drift region are minimal,
e.g. by setting the drift length significantly longer than the
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equilibration length. Simulations of the electron transport are
indispensable tools for checking this condition.

The equilibration length of any swarm depends on the
type of its constituents (electrons/ions), the electric field,
the gas pressure, and the types of collision processes between
the charged particles and the atoms/molecules of the buffer
gas. In the following we focus only on electron swarms. In the
case of atomic gases, at very low E/N values, where the
electron energy cannot reach the threshold for inelastic pro-
cesses (which is typically several eV), only elastic collisions
take place. At very high E/N values, where several inelastic
channels are open, the electrons can lose several discrete
values of energy in various excitation events, and, in ionis-
ation processes their energy loss can vary continuously.
Under these conditions the equilibration of the swarms pro-
ceeds quickly, over a short spatial domain. There exist,
however, a ‘window’ of E/N values, typically in the range of
several tens of Td-s (1 Td = 1072 sz), where the equili-
bration takes place over an extended spatial scale [12—15].
The reason for this is that the electrons gain energy slowly
(due to the relatively low electric field) and predominantly
excite only the lowest excited state(s). In these conditions, the
energy-gain—energy-loss cycle may repeat many times, the
local swarm characteristics exhibit a periodic spatial
dependence, before stationary state forms. In the case of
molecular gases, the equilibration of the electron swarms
proceeds more quickly due to the existence of various types
of excitations processes (rotational, vibrational and electronic
excitation), some of them having low threshold energies
[16, 17]. It should be noted that additional control of the
spatial relaxation of electrons under the steady-state condi-
tions can be achieved using a magnetic field [17, 18].

The aim of this work is to examine the equilibration of
electron swarms experimentally, in a drift tube apparatus that
allows the observation of the spatio-temporal development of
the particle cloud [19]. We do not target here the determi-
nation of transport coefficients. Parallel to the experimental
studies we also carry out simulations at the particle level, to
illustrate the phenomenon of swarm equilibration and to
describe particle motion in the actual experimental system.
Our studies are conducted using argon as a buffer gas.

In section 2 we give a brief description of the exper-
imental system and outline the basics of the Monte Carlo
simulation method that we use as a computational tool for our
studies of swarm equilibration. In order to illustrate the
phenomenon of swarm equilibration, in general, we first
present a set of simulation results for a simple setting with a
plane-parallel electrode configuration, for steady-state and
time-dependent conditions, in section 3.1. Subsequently, in
section 3.2, we turn to the presentation of experimental results
and we compare these results with those obtained from
simulations of the experimental system. Subsequently, in
section 3.3, we also present additional simulation results that
aid the understanding the operation of the detector of the drift
tube. Section 4 summarises our findings.

2. Methods

We investigate the equilibration of electron swarms both
experimentally, in a scanning drift tube apparatus [20] and via
particle level simulations based on the Monte Carlo techni-
que. The latter provides a description of particle transport at
the level of kinetic theory, thus it is expected to account fully
for the behaviour of the swarms under the specific (usually
non-hydrodynamic) conditions considered here.

Full description of the experimental apparatus has been
given in [20], thus only the main features of the setup are
presented below, in section 2.1. The basics of the simulation
method are outlined in section 2.2.

2.1. Experimental system

The simplified scheme of the experimental setup is shown in
figure 1. The drift tube is situated within a stainless steel
vacuum chamber that is evacuated by a turbomolecular pump
backed with a rotary pump, down to a level of ~10~’ mbar. A
feedthrough with a quartz window allows the 1.7 uJ energy,
Snslong pulses of a frequency-quadrupled diode-pumped
YAG laser (MPL-F-266) to fall on the surface of a Mg disk
used as photoemitter. This disk is mounted at the centre of a
stainless steel electrode (having a diameter of 105 mm) ser-
ving as the cathode of the drift tube, which is connected to a
BK Precision 9185B power supply to establish the accel-
erating voltage for the swarm that moves towards the detector,
situated at a distance L; from the emitter. The detector con-
sists of a grounded nickel mesh (with T = 88% ‘geometric’
transmission and 45 lines/inch density) and a stainless steel
collector electrode that is situated at 1 mm distance behind the
mesh. The mesh and the collector are moved together by a
step motor connected to a micrometre screw mounted via a
vacuum feedthrough to the vacuum chamber. The distance
between the cathode and the mesh can be set within a range of
L, = 7.8-58.3 mm. The electric field is kept constant during
the scanning process by automatically adjusting the cathode-
mesh voltage, according to their actual distance. In the
experiments presented here, we used 53 equidistant positions
within the accessible range of L, given above.

The data collection is triggered with a photodiode, using
a part of the laser light that passes through a hole in the
magnesium disk and leaves the chamber via a window
mounted on its bottom. The current of the detector system is
generated by the moving charges within the mesh-collector
gap (see below). This current is amplified by a high speed
current amplifier (type Femto HCA-400M) connected to the
collector, with a virtually grounded input and is recorded by a
digital oscilloscope (type Picoscope 6403B) with sub-ns time
resolution. During the experiments a slow (~sccm) flow of
(6.0 purity) argon gas is established by a flow controller, the
gas pressure inside the chamber is measured by a Pfeiffer
CMR 362 capacitive gauge. The low light pulse energy
necessitates averaging over a high number typically
20 000-150 000) of pulses. The experiment is fully controlled
by a computer using LabView software.
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Figure 1. Simplified scheme of the experimental setup.

The operation of the drift tube described above can be
understood by the simplified configuration shown in figure 2.
The system consists of two regions, in Region 1 a homogeneous
electric field £y = U/L; (where U is the voltage applied to the
cathode (emitter)) is present, while, as both the mesh and the
collector reside at ground potential, the electric field in Region 2,
E», is zero. Electrons from the cathode (situated at x = Q) are
emitted by short laser pulses (see above) and are accelerated by
the electric field E; towards the mesh. During their flight, they
undergo collisions with the background gas, the frequency of
these collisions depends on their energy and the gas pressure.
When the electrons arrive at the mesh, most of them are trans-
mitted due to the high geometric transmission of the mesh, while
a smaller portion is absorbed by /reflected from the mesh. The
electrons, which enter Region 2 with some Kkinetic energy
through the mesh, move in the field free Region 2. The measured
current at the collector is generated by these moving electrons.

According to the Shockley—Ramo theorem [21-23] the
current induced by an electron moving in a gap between two
plane-parallel electrodes with a velocity v perpendicular to the
electrodes is I = ev/L, where e is the charge of the electron
and L is the distance between the electrodes. Accordingly, in
our setting the measured current at a given time ¢ is:

1(1) = ¢ ver(), ey
k

where ¢ is a constant, the summation goes over all the elec-
trons being present in Region 2 at time ¢, and v, is the
velocity component of the kth electron in the x direction. The
actual value of ¢ is not important as the current is being
measured as well as computed in arbitrary units. In the
experiments, this current is measured at a sequence of spatial
positions of the detector, L;, as explained above. Examples of

e
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Figure 2. Scheme of the two regions in the drift tube. A negative
voltage U is applied at the cathode. In the experimental system L,
can be changed between 7.8 and 58.3 mm, the distance L, is fixed at
1 mm. As the current /() is measured with an amplifier that has a
virtually grounded input, Region 2 is field-free. The measured
current is generated by the moving electrons within this region.

I(?) for p = 200Pa and E/N = 30 Td are shown in figure 3
for few cathode-mesh separations.
2.2. Simulation method

We use simulations of electron swarms for three different
purposes:
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Figure 3. Time dependence of the measured current in the drift tube
for E/N = 30 Td and p = 200 Pa, at different values of L;. The
sharp peak at t+ = O originates from an interference from the laser
pulse, it is not taken into account in the data acquisition.

e To illustrate the general features of swarm equilibration
within a plane-parallel electrode gap: in these simula-
tions electrons are emitted from the negatively biased
cathode at x = 0 and their tracing continues until the
electrons are absorbed at the grounded anode at x = L,
that has a reflectance R for the electrons. We investigate
both steady-state and time-dependent cases. In the steady-
state case we illustrate the behaviour of the swarm by
presenting the average velocity and the mean electron
energy as a function of position. In the time-dependent
case we show the spatio-temporal evolution of the density
of the swarm, for different E/N values.

e To describe the experimental system: in this case we

adopt the model geometry shown in figure 2. An electric

field is applied only in Region 1, between the cathode and

the mesh. The electrons can pass through the mesh with a

probability that equals its geometric transmission

(T = 88%). Electrons interacting with the mesh can be

absorbed/elastically reflected with given probabilities.

Electrons reaching the collector can as well be absorbed/

elastically reflected with given probabilities.

To study the sensitivity of the detector as a function of

electron energy and gas pressure: in this study we inject

electrons with given energies into Region 2 (the ‘detector
gap’, see figure 2) and analyse the response of the
detector as a function of these parameters.

Our simulations are based on the conventional Monte
Carlo approach. Electrons are emitted from the cathode
(situated at x = 0) at r = 0, with an initial energy of 1eV.
The typical number of initial electrons is in the order of
10°-10°. The electrons move under the influence of a
homogeneous electric field, or in a field-free region, while
interacting with the background gas via collision processes:
elastic and inelastic (excitation and ionisation) collisions.
Between collisions the electrons move on trajectories defined
by their equations of motion that are discretised and solved

with a time step At:

x(t + At =x(@) + v, () At + %aAtz, )
Wt + At) = v (t) + aAt, 3)
with a = —%£, where ¢ is the elementary charge and m is the

electron mass. The directions (v and z) perpendicular to the
direction of the electric field are not resolved.

The probability of a collision to take place after Ar is
given as

P(At) =1 — exp[—Nor(v)vAt], “)

where N is the gas density, ot is the total scattering cross
section, and v is the velocity of the electron (i.e. we use the
cold-gas approximation, where target atoms are at rest). The
simulation time step is in the order of 10~'% s,

Comparison of P(Af) with a random number ry; (having
a uniform distribution over the [0, 1) interval) allows deciding
about the occurrence of a collision: if ry; < P(Af) a collision
is simulated. The type of collision is determined in a random
manner. The probability of a process s at a given energy ¢ is
given by:

os(€)

F= ®)

or(e)’

where o;(e) is the cross section of the sth process. In our
simulations the cross sections are adopted from [24]. Colli-
sions are assumed to result in isotropic scattering. Accord-
ingly, we use the elastic momentum transfer cross section. For
a given gas pressure, the background gas number density is
calculated assuming the temperature of 300 K.

3. Results

3.1. Swarm equilibration under steady-state and time-
dependent conditions

The relaxation of electron swarms is first illustrated for
steady-state systems (termed as ‘Steady State Townsend’
(SST) scenario [13, 25-27] in swarm physics). In these
simulations we assume a simple plane-parallel electrode
configuration and consider a continuous source of electrons at
the cathode. The electrode gap is chosen to be the largest
distance of the cathode and the mesh in the experiment,
L = 58.3 mm.

Figure 4 shows the average velocity and the mean energy
of the electrons as a function of position in the electrode gap,
for steady-state conditions. Panel (a) shows the results for
E/N = 300Td. The equilibrium transport, with transport
properties specific to a given E/N, is established beyond a
certain distance. Within the ‘transient region’ the local
transport coefficients (like (v) and (¢)) and the VDF, f(v),
change with position. Here, the swarm relaxes over a length
of ~20 mm, beyond this distance from the cathode the
transport acquires equilibrium character, the transport para-
meters reach constant values and f(v) takes a steady shape
(while its magnitude grows according to the increase of the
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Figure 4. Average velocity (solid lines, left scale) and mean energy (dashed lines, right scale) of the electrons at (a) 300 Td (p = 50 Pa) and
(b) 30 Td (p = 200 Pa), in the steady-state case. The cathode is situated at x = 0 mm, while the anode is at L = 58.3 mm. R denotes the

electron reflection coefficient of the anode.
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Figure 5. The evolution of the electron density in space and time for

The inset in (b) shows the effect of R on the average velocity in the near-anode region.
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time-dependent conditions (swarm initiated at x = 0 mm and ¢ = O ns)

at (a) 300 Td (p = 50 Pa) and (b) 30 Td (p = 200 Pa). The cathode is situated at x = 0 mm, while the anode is at L = 58.3 mm.

electron density, due to ionising collisions). These char-
acteristics become, however, perturbed again near the anode
that is normally partially reflecting/absorbing for the elec-
trons. The data shown here were obtained with a reflection
coefficient of R = 0.5 (that we assume to be independent of
the electron energy and angle of incidence at the surface). As
part of the electrons is absorbed by the anode, in its vicinity
the f(v) distribution function is depleted in the v, < 0
domain. This results in a significant increase of the average
velocity and a moderate increase of the mean electron energy
within a distance of a few mm-s from the anode.

At a lower E/N value of 30 Td, the relaxation of the
swarm requires a notably longer distance, as indicated in
figure 4(b). In this case even the full length, L, is too short for
the swarm to acquire the equilibrium character, (v) and (e)
exhibit oscillations over the whole electrode gap. For this
E/N value, simulations were carried out with different
reflection coefficients. As expected, the mean velocity
becomes more perturbed (increased) near the anode when R is
decreased. As in the experiments the measured current

originates from the motion of the electrons in the x direction
near the collector (in Region 2), the above observations have
consequences on the performance of the experimental system.

Next, we turn to time-dependent conditions: figure 5
shows the spatio-temporal evolution of the electron density
for two different values of E/N, same as above. In this case
electrons are emitted in the MC simulations from the cathode
(situated at x = 0) at time t = 0. Panel (a) displays the case of
300Td (p = 50Pa). For this E/N we observe a smooth
development of the (density of the) particle cloud. Three basic
effects are visible in this plot: (i) the centre of mass of the
cloud drifts to higher x values with increasing time, (ii) with
increasing time we observe an increasing width of the cloud
due to diffusion, and (iii) the density increases with position
as a consequence of ionising collisions. Except from the
vicinity of the cathode no structures can be seen in the density
distribution, unlike in the case of 30 Td (p = 200 Pa), shown
in panel (b) of figure 5. Here, similar to the steady-state case,
a significant spatial variation of the swarm evolution is found.
The ‘lobes’ in figure 5(b) represent local density peaks, where



Plasma Sources Sci. Technol. 28 (2019) 095007

Z Donko et al

3000 - T T T T T 1
2500 | 18 os
2000 | - T
: 06 I
2 1500 B | g
04 &
1000 | 4 &£
500 | 4 02
0 ! 0
0O 10 20 30 40 50 583
(a) x [mm]
3000 T T T T T 1
2500 | W os
2000 |- =
5
£ 1500 - <3
e w
g
1000 |- £
500
0
0
(b)
3000
2500 |- M os
2000 | ~ )
! 06 3,
£ 1500 - )
JdH 04 8
1000 | I E
500 | I 02
0 - 1 1 1 | 0
0 10 20 30 40 50 583
(C) x [mm]

3000 I | I q | 1
2500 —] 08
2000 + i -
06 3
£ 1500 | 4 S
0.4 E
1000 + B =
i |H o2
0 0
0 10 20 30 40 50 58.3
(d) X [mm]
3000 T T T T T 1
2500 1B os
2000 L —
! 06 3
7 =
£ 1500 =
E
s
1000
500
0
0
()
3000
2500 |- N os
2000 |- - -
.! 06 32
Z 1500 | - g
£
g
1000 | =
500 |-
0 | |
0 10 20 30 40 50 583
(f) x [mm)]

Figure 6. Experimentally recorded detector current (a)—(c), at E/N values of 30 Td, 50 Td and 70 Td, respectively, and (d)—(f) corresponding

MC simulation results. p = 200 Pa for all results.

electrons accumulate. These localised maxima in space and
time are created as a consequence of the repeating energy-
gain—energy-loss cycles. For the given conditions the volt-
age over the gap is 84.5 V, that gives an electric field of
1.45 Vmm ™. For the distance of the peaks, Ax ~ 9mm, a
potential drop of ~13 V over the length scale of Ax is
obtained, which corresponds closely to lowest excitation
energies of argon atoms. As the electrons can excite a number
of energy levels with different threshold energies, their energy
gain/loss cycles are not completely synchronised and there-
fore the density modulation decreases while the swarm
moves, and after a certain distance the modulation disappears,
and the swarm takes the equilibrium character.

3.2. Swarm equilibration in the drift tube—experiment versus
simulation

Following the brief introduction to the equilibration
phenomenon, now we turn to the presentation of experimental
results confirming this behaviour by direct measurements on
electron swarms in argon, and to the comparison of the
experimental results with simulation data obtained at identical
conditions. This comparison is carried out in terms of the
measured /computed currents.

We start with the presentation of the experimentally
recorded ‘swarm maps’ and the corresponding simulation
results. Figure 6 displays the experimental data in the left
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Figure 7. Experimentally recorded detector current (a), (b), at pressure values of 100 Pa and 400 Pa, respectively, and (c), (d) corresponding

simulation results, at E/N = 30 Td.

column (panels (a)—(c)) obtained at 30 Td, 50 Td, and 70 Td
values of the reduced electric field, respectively, at a fixed Ar
pressure of p = 200 Pa. These swarm maps have been gen-
erated by measuring the I(f) current of the detector at 53
equidistant values within the L; = 7.8-58.3 mm range of drift
distances, and by merging these sets of data.

At the lower E/N values the maps clearly show
sequences of ‘lobes’ that correspond to maxima of the mea-
sured currents, localised in both space and time. Taking the
E/N = 30Td case as an example, the distance of the lobes in
space is again approximately Ax = 9 mm, as in the case of
the theoretical results for the swarm density, shown in
figure 5(b). Note, however, that while in the density dis-
tribution maxima occur e.g. at about 29 and 38 mm, the
measured current peaks at approximately 27 and 35 mm, i.e.
the peaks are shifted by about 2 mm. The reason for this shift
will be discussed later, based on an analysis of the electron
trajectories in the detector region. When, however, the
experimentally obtained map (of the detector current) is
compared with that obtained from the simulation of the
experimental configuration, a very good agreement is
obtained both in terms of the structure of the map as well as in
the precise positions of the maxima. This confirms the
validity of the model and the correct description of the system
by the simulation.

With increasing E/N, the distance of the lobes decreases
as dictated by the above condition (at a fixed pressure). At

E/N = 50Td a clear sequence of lobes can still be resolved
(figures 6(b) and (e)), while at 70 Td signatures of periodic
structures can still be seen within the first half of the drift
distance, while the second half of the gap shows a smooth
distribution (figures 6(c) and (f)).

Figure 7 presents the results of the variation of the
pressure at fixed E/N = 30 Td. As expected, when a lower
pressure of 100 Pa is used in the measurements (and in the
corresponding simulations) compared to the 200 Pa case, for
which the results were presented in figures 6(a) and (d), the
density maxima are separated by a higher distance. Oppo-
sitely, at p = 400 Pa, the periodicity of the maxima becomes
two times more dense, as compared to the 200 Pa case.

The experimental results presented above provide a direct
way to observe the equilibration of electron swarms at mod-
erate E/N values, which was mostly studied only theoretically
so far. The good agreement with the corresponding simulation
results confirms the correctness of the data.

3.3. Characterisation of the detector

Now we turn to the analysis of the electrons’ motion in the
detector to answer the question: ‘What property of the swarm
is measured by the detector?” To answer this question we
need to pay attention to the electron trajectories in the detector
region (‘Region 2’ in figure 2).
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enter the detector region have a velocity vector parallel to the x
direction. The small black circles represent incoming electrons, the
big circles represent gas atoms with which the electrons collide.

Figure 8 shows basic types of electron trajectories and
their contributions to the detector current. In this analysis, we
assume that (i) electrons pass through the mesh with a velo-
city vector that points in the x direction, (ii) all collision
events results in isotropic scattering (as above), and (iii)
electrons reaching the collector are reflected elastically with a
given probability (taken to be P = 0.5, as above). Whenever
we discuss a certain type of trajectory, we have in mind a
large number of electrons (with similar energy and thus a
similar collision free path length) that cross the mesh over
some time interval that is (i) longer than the flight time of the
electrons in the detector region, but (ii) much shorter than
the period during which the whole electron cloud arrives at
the detector.

If the collision free path is much shorter than the width of
the detector region (A < L,) predominantly type A trajec-
tories (see figure 8) will occur. The free flight length of the
electrons within the detector is in the order of A. It is
important to recognise that, as collisions result in isotropic
scattering, these electrons give a detector current contribution
only up to the first collision events, because after the colli-
sions the direction of their velocities is randomised.
Accordingly, the further transport of these electrons towards
the two electrodes does not give a contribution to the mea-
sured current.

With an increasing free path the electrons may reach the
collector, where they may be absorbed (type B trajectories) or

reflected (C—F-type trajectories). Note that reflected electrons
give a negative contribution to the measured current as they
move in the negative x direction. The occurrence of type C
trajectories is likely only when A ~ L, as otherwise reflected
electrons are again expected to have a long free path, that
gives preference to the D-, E-, and F-type trajectories, which
represent electron groups crossing the mesh (type D trajec-
tories), being absorbed by the mesh (type E trajectories), or
being reflected by the mesh (type F). Type F trajectories could
be divided into further sub-types, however, this type of tra-
jectory is not expected to occur frequently, as it requires
reflection of electrons on the collector (P = R = 0.5), inter-
action with the mesh (P = 0.12, i.e. one minus the geometric
transmission) and reflection there (assumed to have
P =R =0.5), giving an overall probability of P = 0.03.
Thus F type trajectories may be excluded as major sources of
the detector current. Returning to the D- and E-types of tra-
jectories, these will give zero contribution on time average,
for a large group of electrons.
Thus in summary,

Whenever A < L,, the measured current will be
proportional to the number of electrons entering the
detector per unit time, i.e. their flux, the value of their v,
velocity component (according to equation (1)) and to
their flight time up to the first collision. As the product of
the latter two is actually the path length, the current can
be approximated as being proportional to A;

e Whenever A\ > L,, the measured current will be
proportional again to the flux of electrons entering the
detector, the value of their v, velocity component and the
probability of their absorption by the collector. Thus, a
strongly reflecting collector will decrease the level of the
measured signal for electrons with a long free path.

These arguments are indeed confirmed by simulation
results obtained with different values of electron reflectivity
of the collector, presented in figure 9. These data have been
obtained at E/N = 30Td and 200Pa argon pressure. The
reflectivity values are R = 0.99 for (a) and R = 0.01 for (b).
The conditions are the same in figure 6(b), for which R = 0.5
was assumed.

As it can be seen in figure 9(a), the high reflectivity of the
collector has a detriment effect on the detector signal, while a
low reflectivity (figure 9(b)) further increases the quality of
the detector signal, beyond that shown in figure 6(b) for the
realistic choice of R = 0.5. These observations confirm the
reasoning presented above and the good agreement between
the experimental and simulation results shown in figure 6 also
confirms that the R = 0.5 value, assumed for the reflectivity,
is indeed realistic.

We have conducted additional simulations to determine
the sensitivity of the detector, Sge, as a function of electron
energy and background gas pressure. The pressure and the
energy were scanned over the domains 3 Pa-240Pa and
0.4 eV-40eV, respectively. For each pair of these parameters
10° initial electrons were injected into the detector gap (at
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Figure 9. (a) Simulation results with (a) a highly reflecting (R = 0.99) collector and (b) a low-reflection (R = 0.01) collector, at

E/N =30Td and p = 200 Pa.

t = 0), with isotropic angular distribution of their initial
velocity directions over the positive half sphere. (This latter
choice is justified by the fact that the VDF of electrons is
nearly isotropic at low to moderate E/N values, as the average
velocity is much smaller than the thermal velocity.) The
motion of these electrons was traced up to their first collision
only, as the collisions randomise the direction of velocities
resulting in a vanishing subsequent contribution to the cur-
rent. The sensitivity was determined as the time integral of the
induced current, given by equation (1), for this ‘pulse’ of
electrons:

Saa = [10dr, (©)
where integration was carried out over times when the pulse
of electrons creates a current. The results of these simulations
are presented in figure 10.

Panel (a) shows the results for the case of a collector with
R = 0.5 reflection coefficient, a value that has been assumed
in the simulations of the experimental system, while panel (b)
shows the case of a highly reflecting collector, with R = 0.99.
We find that the sensitivity of the detector depends in a
complicated manner on both the gas pressure and the energy
of the incoming electrons.

For the R = 0.5 case we find a high sensitivity at low
pressures. Up to about 5 Pa, the response of the detector is
strong for all electron energies. At these low pressures, the
majority of the electrons reaches the collector. Half of these
electrons are absorbed, i.e. their trajectories are of type B (see
figure 8). The other half of the electrons will have trajectories
of types C-F, which may decrease the response by ~50%.
With an increasing pressure the detector sensitivity decreases,
except for the electrons with very low energies. The electrons
with energies ~1 eV, or lower, still have a long free path (due
to the Ramsauer minimum in the momentum transfer cross
section) and many of them reach the collector and the above
arguments apply to the types of their trajectories. For elec-
trons with higher energies, however, the sensitivity drops and
shows a minimum around 12 eV, where, actually the mean
free path is the shortest (see later, in figure 11). This drop of

sensitivity is attributed to the A-type trajectories, which have
gradually lower contributions to the detector current when the
electron free flight becomes shorter at higher pressures.

The reflectivity of the collector plays a central role in the
sensitivity as the comparison of the panels of figure 10
reveals. The differences are concentrated, however, to the
low-pressure domain, as at higher pressures, as discussed
above, A-type trajectories form and the electrons do not reach
the collector without collisions. Therefore, above ~50 Pa, the
panels of figure 10 look identical. At low pressures, however,
the sensitivity of the detector decreases drastically (by about a
factor of 10 at the lowest pressures covered) when the
reflectivity of the collector is increased to 0.99. This is due to
the fact that the B-type trajectories will be replaced by mostly
D-F type trajectories, which result in a cancellation of the
current created by the electrons moving into opposite
directions.

We note that the results shown here are specific for argon
gas, for any other gases the results for Sy, may differ sig-
nificantly because of the different cross sections. The exis-
tence of the Ramsauer minimum for argon, e.g. plays an
important role in the behaviour of slow electrons in the
detector region and influences the sensitivity considerably.

The dependence of the sensitivity of the detector on the
gas pressure and electron energy contributes to the slight shift
of the structures seen in the density of the swarm in a plane-
parallel configuration (figure 5(b)) versus the measured cur-
rent in the experimental system and its computed counterpart
(figures 6(a) and (d)). Figure 11 displays, at two different
positions, the energy resolved fluxes of electrons (i) entering
Region 2 via the mesh (labelled as ‘positive’), (ii) being
absorbed by the collector (labelled as ‘collected’) and (iii)
leaving the detector (Region 2) via the mesh, in the negative
direction (labelled as ‘negative’). Panel (a) corresponds to a
position, L; = 30.6 mm, where the measured current is
minimum (see figure 6(a)), while panel (b) corresponds to a
position, L; = 34.8 mm, where the current is maximum. In
both cases E/N = 30 Td, p = 200 Pa, and the reflectivity of
the detector is R = 0.5. The mean free path of the electrons is
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(a) x = 30.6 mm and (b) x = 34.8 mm. The free path ()\) of the electrons at the given gas pressure is shown on the right axis.

also shown in figure 11 (as curves labelled ‘free path’). At
L; = 30.6 mm one major electron group enters the detector
with energies between 5 and 13 eV. In this case (figure 11(a))
the free path is much smaller than L, = 1 mm, therefore only
about a quarter of these electrons, is collected. Compared to
this, at L; = 34.8 mm, two electron groups reach the detector.
While for the high energy group the collection efficiency is
also small, for the low energy group, as the free path is longer
(see figure 11(b)) about the half of the electrons are collected.
This shows a drastic change of the sensitivity of the detector,
Sdet» as a function of spatial position under the actual condi-
tions of the experiment, where swarm equilibration is studied.

4. Summary

We have investigated the equilibration of electron swarms in
argon gas. Following the illustration of the general behaviour
of electron swarm equilibration via numerical simulations of
steady-state (SST) and time-dependent systems, we presented
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experimental investigations of the equilibration phenomenon
by using a scanning drift tube apparatus that allows obser-
vation of the spatio-temporal development of electron swarms
The experimental studies have been complemented with
numerical simulations of the experimental system. A very
good agreement has been found between the measured and
computed detector currents.

We have also presented a detailed study of the operation of
the detector by analysing types of possible electron trajectories
and by carrying out simulations for the detector sensitivity as a
function of electron energy and the gas pressures. This analysis
has indicated a strong variation of the sensitivity on these two
parameters, which explains the slight differences between the
spatio-temporal distributions of electron density in the swarm
and that of the measured detector current. These differences,
thus, do not originate from uncertainties in the measurements
and/or in the computations, but have well-defined reasons.

Our studies provided an insight into the equilibration effects
from the experimental side, complementing a number of pre-
vious theoretical /simulation studies. The robustness of the
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phenomena investigated allowed us to use simplifications in our
modelling studies, in which we have neglected, e.g. the pene-
tration of the electric field via the mesh, as well as the energy
and angular dependence of the reflection/sticking coefficient of
electrons at the different metal surfaces (mesh and collector).
These, and other possible fine details of the experiment would be
quite difficult to consider (partly because precise data for the
electron-surface interaction are not available), nonetheless, these
seem to be attractive topics for further investigations.

Acknowledgments

This work was supported by National Office for Research,
Development and Innovation (NKFIH) via grants 119357 and
115805, by the DFG via SFB 1316 (project A4). SD and DB
are supported by Grants No. OI171037 and 11141011 from the
Ministry of Education, Science and Technological Develop-
ment of the Republic of Serbia.

ORCID iDs

Z Donké @ https: //orcid.org/0000-0003-1369-6150

I Korolov @ https: //orcid.org/0000-0003-2384-1243

D Bosnjakovi¢ @ https: //orcid.org/0000-0002-2725-5287
S Dujko @ https: j/orcid.org/0000-0002-4544-9106

References

[1] Crompton R W, Elford M T and Jory R L 1967 Aust. J. Phys.
20 369

[2] Crompton R W 1972 Aust. J. Phys. 25 409

[3] Nakamura Y 1987 J. Phys. D: Appl. Phys. 20 933

[4] De Urquijo J, Arriaga C A, Cisneros C and Alvarez I 1999
J. Phys. D: Appl. Phys. 32 41

11

(5]
(6]

(7]
(8]

(9]
[10]

(1]
[12]

[13]
[14]
[15]
[16]
[17]

(18]
[19]

[20]
[21]
[22]

[23]
[24]

[25]
[26]

[27]

Dahl D A, Teich T H and Franck C M 2012 J. Phys. D: Appl.
Phys. 45 485201

Petrovi¢ Z L, Dujko S, Mari¢ D, Malovi¢ G, Nikitovié Z,
Sasi¢ 0, Jovanovié J, Stojanovi¢ V and
Radmilovi¢-Radenovi¢ M 2009 J. Phys. D: Appl. Phys. 42
194002

Tagashira H 1992 Aust. J. Phys. 45 365

Petrovi¢ Z L, Suvakov M, Nikitovi¢ Z, Dujko S, Sasi¢ O,
Jovanovi¢ J, Malovi¢ G and Stojanovi¢ V 2007 Plasma
Sources Sci. Technol. 16 S1

Morgan W L 1991 Phys. Rev. A 44 1677

Malovié G, Strini¢ A, Zivanov A, Mari¢ D and Petrovi¢ Z 2003
Plasma Sources Sci. Technol. 12 S1

Donké Z 2011 Plasma Sources Sci. Technol. 20 024001

Kolobov V I and Arslanbekov R R 2006 IEEE Trans. Plasma.
Sci. 34 895

Dujko S, White R D and Petrovi¢ Z 2008 J. Phys. D: Appl.
Phys. 41 245205

White R D, Robson R E, Dujko S, Nicoletopoulos P and Li B
2009 J. Phys. D: Appl. Phys. 42 194001

Nicoletopoulos P and Robson R E 2008 Phys. Rev. Lett. 100
124502

Li B, White R D and Robson R E 2002 J. Phys. D: Appl. Phys.
352914

Dujko S, White R D, Petrovi¢ Z L and Robson R E 2011
Plasma Source Sci. Technol. 20 024013

Li B, Robson R E and White R D 2006 Phys. Rev. E 74 026405

Vass M, Korolov I, Loffhagen D, Pinhdo N and Donké Z 2017
Plasma Sources Sci. Technol. 26 065007

Korolov I, Vass M, Bastykova N K and Donké Z 2016 Rev.
Sci. Instrum. 87 063102

Ramo S 1939 Proc. IRE 27 584

Shockley W 1938 J. Appl. Phys. 9 635

Sirkis M D and Holonyak N Jr 1966 Am. J. Phys. 34 943

Hayashi M 1981 Recommended values of transport cross
sections for elastic collision and total collision cross section
for electrons in atomic and molecular gases Report IPPJ-
AM-19 (unpublished) Nagoya Institute of Technology

Robson R E 1991 Aust. J. Phys. 44 685

Sakai Y, Tagashira H and Sakamoto S 1977 J. Phys. D: Appl.
Phys. 10 1035

Stojanovi¢ V D and Petrovi¢ Z L 1998 J. Phys. D: Appl. Phys.
31 834


https://orcid.org/0000-0003-1369-6150
https://orcid.org/0000-0003-1369-6150
https://orcid.org/0000-0003-1369-6150
https://orcid.org/0000-0003-1369-6150
https://orcid.org/0000-0003-2384-1243
https://orcid.org/0000-0003-2384-1243
https://orcid.org/0000-0003-2384-1243
https://orcid.org/0000-0003-2384-1243
https://orcid.org/0000-0002-2725-5287
https://orcid.org/0000-0002-2725-5287
https://orcid.org/0000-0002-2725-5287
https://orcid.org/0000-0002-2725-5287
https://orcid.org/0000-0002-4544-9106
https://orcid.org/0000-0002-4544-9106
https://orcid.org/0000-0002-4544-9106
https://orcid.org/0000-0002-4544-9106
https://doi.org/10.1071/PH670369
https://doi.org/10.1071/PH720409
https://doi.org/10.1088/0022-3727/20/7/016
https://doi.org/10.1088/0022-3727/32/1/008
https://doi.org/10.1088/0022-3727/45/48/485201
https://doi.org/10.1088/0022-3727/42/19/194002
https://doi.org/10.1088/0022-3727/42/19/194002
https://doi.org/10.1071/PH920365
https://doi.org/10.1088/0963-0252/16/1/S01
https://doi.org/10.1103/PhysRevA.44.1677
https://doi.org/10.1088/0963-0252/12/4/399
https://doi.org/10.1088/0963-0252/20/2/024001
https://doi.org/10.1109/TPS.2006.875850
https://doi.org/10.1088/0022-3727/41/24/245205
https://doi.org/10.1088/0022-3727/42/19/194001
https://doi.org/10.1103/PhysRevLett.100.124502
https://doi.org/10.1103/PhysRevLett.100.124502
https://doi.org/10.1088/0022-3727/35/22/305
https://doi.org/10.1088/0963-0252/20/2/024013
https://doi.org/10.1103/PhysRevE.74.026405
https://doi.org/10.1088/1361-6595/aa6789
https://doi.org/10.1063/1.4952747
https://doi.org/10.1109/JRPROC.1939.228757
https://doi.org/10.1063/1.1710367
https://doi.org/10.1119/1.1972306
https://doi.org/10.1071/PH910685
https://doi.org/10.1088/0022-3727/10/7/010
https://doi.org/10.1088/0022-3727/31/7/013

Plasma Sources Science and Technology

PAPER You may also like

- Liguid xenon in nuclear medicine: state-of-

Electron transport and negative streamers in liquid el and e PETALO spproach
xenon |

- NEST: a comprehensive model for

scintillation yield in liquid xenon
. . . . . . M Szydagis, N Barry, K Kazkaz et al.
To cite this article: | Simonovi et al 2019 Plasma Sources Sci. Technol. 28 015006

- Liguid noble gas detectors for low energy

particle physics
V Chepel and H Arauljo

View the article online for updates and enhancements.

Intelligent Sensors for Plasma Monitoring and Diagnostics

“The most advanced Langmuir Probe on the market” Applications:

* RF-driven Plasmas
= Pulsed Plasma

Measures the characteristics of the bulk plasma region with an 80 MHz sampling rate. vikimesphede Plasma

Pulse profiling and single shot plasmas can be measured with unrivalled time resolution. * Magnetron Sputtering
;| Measures:
) e <D
MW Plasma - — « Plasma Density
EEPF ‘ i Uniformity VI - Curve { R Www.imp&dans.com + Plasma & Floating Potential
“— e j + Electron Temperature

This content was downloaded from IP address 147.91.1.43 on 05/05/2022 at 13:09


https://doi.org/10.1088/1361-6595/aaf968
/article/10.1088/1748-0221/13/01/C01044
/article/10.1088/1748-0221/13/01/C01044
/article/10.1088/1748-0221/6/10/P10002
/article/10.1088/1748-0221/6/10/P10002
/article/10.1088/1748-0221/8/04/R04001
/article/10.1088/1748-0221/8/04/R04001
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjssHDWKlVP-UijPWe-68tW7oDv4achd2UIpoq341bEYtctvde6v2TPnAd7ogs503rRgXxyLgcynSeSW2NA3gFQha6hvix_pP-0-WEzNUckxhsI5Xqcsk3A07p41zzTdbNsxoG1Dr6unPFAbqKe2wh3EWq24XhwWHhAuboS_2DWSGR-U340Unqec307fuTnyM6R9vcH-N8cKXPBiVAFdocWoAf4RCpxDW_nIolQr9mrC2WZH5jEDMgI3XBM6P38s5yLPp0-wwtfv6gP_G56OGlqiG1-RY8OVIR6s&sig=Cg0ArKJSzO1mqmUU89Xo&fbs_aeid=[gw_fbsaeid]&adurl=https://impedans.com/products/langmuir-probe/

10OP Publishing

Plasma Sources Science and Technology

Plasma Sources Sci. Technol. 28 (2019) 015006 (19pp)

https://doi.org/10.1088/1361-6595/aaf968

Electron transport and negative streamers in

liquid xenon

I Simonovié' @, N A Garland”®, D Bosnjakovié'
R D White’® and S Dujko'

, Z Lj Petrovié¢'~ ®,

"Institute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia
2 College of Science and Engineering, James Cook University, Townsville, QLD 4811, Australia
3 Serbian Academy of Sciences and Arts, Knez Mihailova 35, 11000 Belgrade, Serbia

E-mail: sasa.dujko@ipb.ac.rs

Received 17 September 2018, revised 21 November 2018
Accepted for publication 13 December 2018
Published 28 January 2019

Abstract

®

CrossMark

In this work we investigate electron transport, transition from an electron avalanche into a

negative streamer, and propagation of negative streamers in liquid xenon. Our standard Monte
Carlo code, initially developed for dilute neutral gases, is generalized and extended to consider
the transport processes of electrons in liquids by accounting for the coherent and other liquid
scattering effects. The code is validated through a series of benchmark calculations for the
Percus—Yevick model, and the results of the simulations agree very well with those predicted by
a multi term solution of Boltzmann’s equation and other Monte Carlo simulations. Electron
transport coefficients, including mean energy, drift velocity, diffusion tensor, and the first
Townsend coefficient, are calculated for liquid xenon and compared to the available
measurements. It is found that our Monte Carlo method reproduces both the experimental and
theoretical drift velocities and characteristic energies very well. In particular, we discuss the
occurrence of negative differential conductivity in the E/n profile of the drift velocity by
considering the spatially-resolved swarm data and energy distribution functions. Calculated
transport coefficients are then used as an input in fluid simulations of negative streamers, which
are realized in a 1.5 dimensional setup. Various scenarios of representing the inelastic energy
losses in liquid xenon, ranging from the case where the energy losses to electronic excitations are
neglected, to the case where some particular excitations are taken into account, and to the case
where all electronic excitations are included, are discussed in light of the available spectroscopy
and photoconductivity experiments. We focus on the way in which electron transport coefficients
and streamer properties are influenced by representation of the inelastic energy losses,
highlighting the need for the correct representation of the elementary scattering processes in the
modeling of liquid discharges.

Keywords: liquid xenon, electron transport, Monte Carlo, inelastic collisions, negative streamers

1. Introduction

Transport of charged particles in liquids, plasma-liquid
interactions and streamer discharges in the liquid phase con-
stitute a growing field of research, which has many important
applications [1, 2]. These applications include plasma medi-
cine [3, 4], plasma water purification [5-9], transformer oils
[10, 11] and particle detectors [12, 13]. In particular, there is a
rich variety of liquid xenon particle detectors [14]. The wide
range of existing and potential applications of these detectors

0963-0252/19,/015006+-19$33.00

includes gamma ray astrophysics [13], particle physics [15]
and medical imaging [16], as well as direct dark matter
detection [17, 18]. Liquid xenon is a very good detection
medium, due to its physical properties [14]. Its high values of
density and atomic number make liquid xenon very efficient
in stopping penetrating radiation, while a significant abun-
dance of many isotopes, with different values of nuclear spin,
enables the study of both spin dependent and spin indepen-
dent interactions [14]. Further optimization and understanding
of such applications is dependent on an accurate knowledge

© 2019 IOP Publishing Ltd
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of the charged particle transport coefficients, streamer prop-
erties and the physical processes involved.

In addition to many useful applications, further theor-
etical and experimental investigation of transport phenomena
in liquids would help in the development of insight into
various effects, which are relevant for the interaction of
charged particles with dense and disordered media [19].
These effects include multiple scattering effects and structure
effects, trapping of charged particles in density fluctuations
and the solvation of charged particles in polar liquids [19, 20].
As liquid rare gases are the simplest liquids, they are a good
starting point for the development of theoretical models of
transport and breakdown phenomena in the liquid phase [19].

1.1. A brief overview of electron transport in liquid rare gases

In recent years the modeling of charged particle transport
processes in neutral gases has matured and a number of
methods to treat this problem have been developed, e.g.
various techniques for solving the Boltzmann equation [21],
the Monte Carlo method [22] and semi-quantitative momen-
tum transfer theory [21, 23]. For the more general case of the
dense gases and liquids, there has been comparatively less
investigation. Most investigations in liquid phase have been
performed for electron transport in the sub-excitation energy
region [19]. Lekner developed an ab initio method for
determining the effective potential and the corresponding
effective cross section for electron scattering on a focus atom
in the liquid phase [24]. This effective potential is determined
by using the potential of a single atom and the pair correlation
function of the liquid. In addition, Cohen and Lekner have
shown that the coherent elastic scattering can be represented
in the Boltzmann equation by combining the effective cross
section for the liquid phase and the static structure factor [25].
By simplifying the arguments of Lekner, Atrazhev and co-
workers have shown that the effective cross section for elastic
scattering in liquid argon, krypton and xenon are constant in
the limit of lower electron energies [26, 27]. This work was
extended by using the partial wave method for determining
the effective cross sections for electron scattering in liquid
argon and liquid xenon [28-31]. Based on these results, they
have calculated mobility, mean energy, and characteristic
energy of electrons in liquid argon and liquid xenon, in the
framework of the Cohen—Lekner theory [30, 31]. The Cohen—
Lekner theory was also used in the study of Sakai and co-
workers, who have investigated the electron transport in
liquid argon, krypton and xenon [32, 33]. In order to improve
the agreement between the calculated and measured drift
velocities, they have modified the cross section for elastic
scattering empirically. In addition, they have demonstrated
that the saturation of drift velocity at higher electric fields,
which was previously observed in experiments, can be ade-
quately described by including an effective inelastic cross
section for vibrational modes. It was argued that these
vibrational modes correspond to the change of the transla-
tional states of the clusters of atoms. More recently, Boyle
et al [19, 34] have evaluated the differential cross sections for
electron scattering in liquid argon and liquid xenon by solving

the Dirac—Fock scattering equations. In these works, Boyle
et al [19, 34] extended Lekner’s theory by considering mul-
tipole polarizabilities and non-local treatment of exchange
[19, 34]. Transport coefficients have been calculated for
electrons using these cross sections as an input into the multi
term Boltzmann equation solution, for the lower values of the
reduced electric field. It is also worth noting that in order to
thermalize electrons to low energies in rare gases (especially
those with Ramsauer—-Townsend minimum) in the most effi-
cient way and with a small experimental error, it was neces-
sary to perform swarm experiments at higher pressures, where
high density effects became observable [35-37]. One of the
alternatives to avoid such effects and obtain low-energy cross
sections and scattering lengths was to use molecular hydrogen
in the mixture at low reduced electric fields, where the unique
solution for the rotational energy loss cross sections for
hydrogen exists [38].

Theoretical studies of electron transport processes in
liquid rare gases, at higher electric fields, have been per-
formed by several authors. In 1976, Atrazhev and co-workers
studied the influence of density dependent scattering effects
on the Townsend ionization coefficient [39]. The results of
this work are two estimates of the first Townsend ionization
coefficient, which have been made by considering the two
distinctively different representations of energy losses in the
electronic excitations. Jones and Kunhardt also studied elec-
tron transport in liquid xenon by using Monte Carlo simula-
tions [40]. The semiclassical model used, was previously
applied by Kunhardt for studying electron transport in liquid
argon [41]. In this work, the interaction of electrons with the
liquid is described in the framework of Van Hove’s theory
[42]. The group at Hokkaido University has also studied
ionization in liquid xenon, as well as the electron attachment
in the mixtures of liquid argon and electronegative impurities,
including O,, SFg and N,0, using previously developed cross
sections [32]. Considerable contributions in this field have
been made by Boyle and co-workers who developed the fluid
equation based model for electrons and positrons in liquids by
utilizing dilute gas phase cross sections together with a
structure factor for the medium [43—46].

1.2. Streamers in liquid rare gases

In comparison to gas phase modeling, there are only a few
modeling studies of streamer propagation in liquids. Simu-
lations of positive streamers in hydrocarbon liquids using
1.5D classical streamer model have been performed by Naidis
and co-workers [10, 47]. Simulations are performed both
without formation of expanding gaseous filaments and in
conditions when such filaments due to vaporization are
formed. Contemporary studies include both the experimental
and numerical studies of propagating streamers inside bubbles
elongated along the external electric field and compressed
bubbles immersed in water [48, 49]. The salient feature of
these studies is that transport coefficients of electrons in
liquids required for streamer simulations are evaluated
approximately, e.g. without taking into account more serious
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perturbations to the transport due to the formation of bubbles
and clusters.

Numerical modeling of streamer dynamics, in liquid
argon and liquid xenon, has been performed by Babaeva and
Naidis [50-52]. They have investigated the formation of a
positive streamer in a strong non-uniform field and its sub-
sequent propagation in a weak uniform field, by employing a
two dimensional fluid model [50, 51]. Among many impor-
tant points in these papers, it has been shown that the nature
of the streamer propagation in the liquid phase is significantly
influenced by the electron-ion recombination [50, 51]. In
addition, they found that the calculated streamer velocities are
of the same order of magnitude as the measured velocity of
the breakdown wave in liquid argon [50, 51].

1.3. Motivational factors for this study

One of the most important conclusions from the previous
studies of electron transport in atomic liquids is the fact that
still there is no consensus on the importance of excitations in
the liquid phase. For example, Atrazhev et al [39] have shown
that if the portion of energy losses due to excitations is
assumed to be just the same as in the gas phase, the first
Townsend coefficient is underestimated. On the other hand, if
the inelastic energy losses are completely neglected then the
first Townsend coefficient is overestimated [39]. Along
similar lines, Nakamura and co-workers also disregarded the
explicit influence of energy losses associated with the elec-
tronic excitations in their calculations of transport properties
of electrons in the liquid phase [20, 53]. Instead, they have
represented the inelastic energy losses by using an effective
inelastic cross section, which corresponds to vibrational
modes [20, 32, 53]. In 1993, Jones and Kunhardt carried out
Monte Carlo simulations in which the inelastic energy losses
due to electronic excitations were included [40]. However, in
this work it has not been specified which electronic excita-
tions are included in the set of cross sections [40]. Atrazhev
et al [39] have shown that a different representation of the
inelastic energy losses leads to a significant difference in the
calculated values of the ionization rate in liquid xenon. Thus,
it is clear that a rigorous analysis of the inelastic energy losses
in studies of electron transport in liquid rare gases is long
overdue and the present study takes the first steps in this
direction. We believe that this is of key importance for
numerical studies of streamer propagation, since ionization
controls the development of a discharge and occurs in both
the streamer head and in the streamer channel.

In this work, we investigate how various representations
of the inelastic energy losses affect transport properties of
electrons and streamer dynamics in liquid xenon. Cross
sections for electronic excitations are taken from the set for
electron scattering in the gas phase compiled by Hayashi [54].
This set of cross sections yields swarm parameters in good
agreement with the available measurements [55]. We identify
and consider the following three global scenarios: (i) no
electronic excitations, (ii) some electronic excitations are
included and some of them are neglected, and (iii) all

electronic excitations are included in the modeling. Various
representations of inelastic energy losses are first discussed
in light of previous spectroscopy and photoconductivity
experiments and then are used in Monte Carlo simulations.
The calculated values of the first Townsend coefficient in
these various cases are compared with respect to the exper-
imental results of Derenzo et al [56]. These calculations are
augmented by those in which gaseous xenon is scaled up to
the liquid density. In addition to the study of transport pro-
cesses, in this work we investigate the propagation of nega-
tive streamers in liquid xenon. The axial profiles of electric
field and number density of electrons are calculated in the
absence of vaporization and the occurrence of bubbles.

1.4. Organization of the paper

In section 2 we give the details of cross sections for elastic
and inelastic scattering of electrons in liquid xenon. We
identify and review the four different cases in three global
scenarios for representing the inelastic energy losses. In
section 3.1 we briefly outline the Monte Carlo method used in
the present work and present the results of benchmark cal-
culations for the Percus—Yevick model in section 3.2. In
section 3.3 we present the basic elements of a fluid theory
used to simulate negative streamers in liquid xenon. In
section 4 we present the electron transport coefficients in
liquid xenon with particular emphasis on the structure
induced negative differential conductivity (NDC). In the same
section, we discuss the transition from an avalanche into a
streamer and propagation of negative streamers. In section 5
we present our conclusions and recommendations for
future work.

2. Cross sections for electron scattering in liquid
xenon

In the gas phase, the electron transport can be represented as a
series of individual collisions, which are separated by free
flights [19]. However, this picture is no longer valid in the
liquid phase. Since no particular volume is owned by a single
atom, due to small interparticle spacings in liquids, as com-
pared to the range of interaction between electrons and the
targets, the potential in which an excess electron is scattered is
determined by many surrounding atoms [19, 24]. Namely, it
has been shown that the polarization potential of a single
atom is significantly screened by polarization potentials of
neighboring atoms [19, 24]. Due to this effect, at low ener-
gies, the effective potential changes from an attractive long
range potential, which corresponds to scattering on an iso-
lated xenon atom, to a repulsive short range potential, which
corresponds to scattering in the liquid phase [24, 28]. In
addition, electron scattering on a focus atom will be influ-
enced by electrostatic terms and non-local exchange terms of
all neighboring atoms [19]. Moreover, the de Broglie wave-
lengths of excess electrons at thermal energies are larger than
the interatomic spacing by several orders of magnitude [19].
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This leads to significant coherent scattering effects, for low
energy electrons, which make the electron scattering structure
dependent and strongly anisotropic [19, 24]. The anisotropy
of coherent scattering leads to a difference between the
effective mean free paths for the transfer of energy and
momentum [24, 57]. It has been shown that the effective
mean free path for the transfer of energy is independent of
the liquid structure, while the effective mean free path for the
transfer of momentum is structure dependent [24, 57]. The
coherent scattering effects and the modification of the scat-
tering potential strongly influence the elastic scattering of the
lower energy electrons. However, these effects are reduced
with an increasing energy becoming negligible for electron
energies higher than approximately 10eV [39, 57]. This is
demonstrated by the density independence of the measured
drift velocity for swarms of electrons in compressed gases
under high electric fields [58, 59].

Excitations in liquid xenon have been investigated in
spectroscopy experiments [60—65]. It has been shown that the
reflection spectrum of liquid xenon is very similar to the
reflection spectrum of solid xenon [60, 61]. In this spectrum,
intermediate n = 1 [F(%)] andn’ = 1 [F(%)] excitons have
been observed at 8.2eV and 9.45 eV, respectively [61-63].
The former has parentage in the excited atomic 6s[3/2]; state,
while the latter has parentage in the 6s'[1/2]; state [63]. In
addition, a spectral line, which has developed from the two
neighboring 5d[3/2]; and 7s[3/2]; states, has been observed
at about 10.32eV [63, 66]. Another spectral line has been
observed at 9eV [61-63]. This line belongs to the n = 2

[F(%)] Wannier exciton, which does not originate from the

states of an isolated atom [61-63]. Since excitons are closely
related to the electron band structure, the presence of exci-
tonic lines in the reflection spectrum indicates the existence of
the valence band and the conduction band in liquid xenon

[66]. In addition, the value of F(%) band gap has been

determined from the corresponding Wannier series [67]. The
obtained value of the band gap is 9.22eV, and it is in
excellent agreement with the prediction on the change of the
corresponding band gap in the solid phase [66, 67]. This
value has been further verified by using the measured pho-
toconductivity threshold in liquid xenon (9.202 eV) and the
known difference between the photoconductivity threshold
and the r(g) band gap in the solid xenon (0.013 eV) [67].

Thus, a cross section set for electron scattering in liquid
xenon has to include the cross sections for elastic scattering,
inelastic energy losses and the interband transitions [40, 41].
We employ four different cases for representing the inelastic
energy losses in order to study the influence of the inelastic
collisions on the transport properties of electron swarms and
the dynamics of negative streamers in liquid xenon. Each of
these cases is discussed in light of previous spectroscopy
and photoconductivity experiments. Elastic scattering and the
interband transitions are represented in the same way in all
cases considered.

2.1. Elastic scattering and interband transitions

The elastic scattering of low energy electrons is strongly
influenced by the changes in the scattering potential and the
coherent scattering effects [19, 24, 26, 34]. Moreover, the
effective mean free paths for the transfer of momentum and
energy in liquids are different due to a strong anisotropy
of coherent scattering [24, 57]. These mean free paths are
given by

Ao = (nooy)™!
_ (nozwa“dX sinx (1 — cos X) g (e, X))_', )
Al = (’loffm)fl
= (;1()27rf07T dx sin x (1 — cos x) oy (e, X)S(Ak))_l ,
2

where ng is the liquid number density, ogy(€, X) is the diff-
erential cross section for elastic scattering of an electron on a
focus atom in the liquid phase, € is the relative energy in the
center of mass frame, X is the angle through which the rela-
tive velocity is changed and S(Ak) is the static structure
factor, as a function of the transferred momentum. In these
equations &, and o, represent the momentum transfer cross
sections with and without the structure modification, respec-
tively [57].

As proposed by Tattersall and co-workers, the ratio

A
v(€) =

coherent scattering [57]. The coherent scattering is modeled
as a combination of three distinct effective scattering pro-
cesses, which give a good representation of the average
transfer of momentum and energy [57]. In the first of these
processes, represented by the oy, cross section, both energy
and momentum are transferred as in an ordinary binary col-
lision [57]. In the second process, represented by the
O momentum CrOSS section, the electron is scattered in a random
direction, but the speed of the electron remains unchanged.
This leads to a transfer of momentum, without a concomitant
transfer of energy [57]. In the third process represented by the
Oenergy CTOSS section the energy of the electron is reduced as in
an ordinary binary collision, but the electron does not change
the direction of its motion. This leads to a transfer of energy,
which is accompanied by a minimal transfer of momentum
[57]. It is important to emphasize that these effective scat-
tering processes do not represent individual microscopic
collisions, but rather provide a good representation of the
average rates of momentum transfer and energy transfer in
structured media [57].

The cross sections for the corresponding effective pro-
cesses are determined from (e) and the momentum transfer
cross section, for electron scattering on a focus atom in the
liquid phase, o,,(¢) [57]. The values of o,,(¢) and 7(¢), which
are used in the present work, have been determined by Boyle
et al [34].

represents the measure of the anisotropy of
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For ~v(e) < 1 these cross sections are calculated as [57]:

olsn =7(€) - amle)

Tnerey = (1 = 7(€)) - ale)
O?r/lf)élentum =0. (3)

For ~(e) > 1, these cross sections are given by [57]

O—g’;[i = CTm(f)
Ug;1>erlgy = 0
T entam = (Y(€) — 1) - (). 4)

We model the elastic scattering by using these effective
cross sections, for energies up to approximately 10eV. At
higher energies both omomentum and Oepergy are taken to be
negligible, while oy, is approximated by the elastic cross
section for electron scattering in the gas phase [68]. This is a
good approximation, since both modifications of the scatter-
ing potential and the coherent scattering effects are small for
high energy electrons [39, 57].

The cross section for interband transitions is approxi-
mated by the cross section for the electron impact ionization,
from the Hayashi’s cross section set, which is shifted towards
lower energies. Specifically, the cross section for ionization is
shifted by 2.91 eV, so that its threshold is moved to 9.22 eV.

This value corresponds to the I‘(%) band gap in liquid xenon,

which is the energy difference between the uppermost valence
band and the bottom of the conduction band [67]. The use of
this cross section gives a good energy balance for the inter-
band transitions, since the energy levels of excess electrons in
the conduction band can be represented by a continuous
energy spectrum, due to a high density of states in the con-
duction band [41].

We should note that the energy of the bottom of the
conduction band in liquid xenon Vj = —(0.66 + 0.05) eV
[69, 70] is not explicitly included in our calculations. This is
justified since the system is homogeneous and the inclusion of
Vo would be equivalent to introducing a constant electric
potential of the entire system, which would not influence the
electron dynamics due to the constant value of this potential.
It should also be noted that V; is implicitly included in the
formula for the difference between the value of the ionization
potential of an isolated atom and the value of the band gap in
the liquid phase [40]. The inclusion of Vj in calculations is
necessary in the case of the gas-liquid interface (and other
situations in which the number density of the background
atoms is inhomogeneous) since the change of V, across the
interface produces an effective electric field as shown in the
recent study of Garland and co-workers [71]. Thus, in our
calculations we can effectively represent discrete energy
levels of quasi free electrons in the conduction band which
have a minimum of V;, with a continuous energy spectrum of
free electrons which have a minimum of O eV.

2.2. Case 1: No electronic excitations

In the first case, the inelastic energy losses are completely
neglected. It was shown by Atrazhev ef al that this approach

overestimates the first Townsend coefficient in liquid xenon
[39]. However, this case is considered in our study with the
aim of establishing the influence of electronic excitations on
the first Townsend coefficient. This case will be referred to as
case 1.

2.3. Case 2: Only excitations 6s[3/2], and 6s[3/2], are
included

In our remaining cases inelastic energy losses are taken into
account, since it has been shown in experiments that both
excitons and perturbed atomic excitations exits in liquid
xenon [62, 63]. Moreover, it has been determined that the
excitation of these electronic states is the main channel of
energy loss of excess electrons in liquid argon, krypton and
xenon under the moderate electric fields [72-74]. However,
no cross sections for the excitation of these discrete states can
be found in the literature. Since intermediate excitons have
unique parentage in the excited states of the atom [62, 63, 75],
we approximate the cross sections for both intermediate
excitons and the perturbed atomic excitations by the cross
sections for the corresponding excitations of an isolated atom.
The cross sections for excitations, which are used in our
work, are those from the Hayashi cross section set for elec-
trons in gaseous xenon [54, 68].

We do not change the values of the thresholds for exci-
tations, since only thresholds for optically allowed excitons
are present in the literature [75], while the optically forbidden
states have to be included in our model as well. Therefore, it
would be somewhat inconsistent to modify the thresholds for
the optically allowed transitions, while leaving the thresholds
for the optically forbidden transitions unchanged. Moreover,
it has been shown that in the reflection spectrum of liquid
xenon, there exists an additional line, next to the n = 1

[F(%)] exciton line [62, 63]. This line corresponds to the

perturbed atomic 6s[3/2]; state [62, 63]. It was determined by
Laporte er al that about 10% of atomic clusters in liquid
xenon, near the triple point, will give rise to the perturbed
atomic line, instead of the corresponding exciton line [62].
This is caused by the fact that these clusters do not have a
sufficient number of atoms for the formation of the exciton
inside a volume which corresponds to the exciton radius
[62, 63]. Therefore, if one was to construct a model which
distinguishes intermediate excitons from the corresponding
perturbed atomic states, one would have to know which
percentage of atomic clusters give rise to the perturbed atomic
lines, instead of the corresponding excitonic lines, for each
atomic excitation. In addition, one would have to know the
thresholds for all excitons and all perturbed atomic excita-
tions, including the optically forbidden states. This is beyond
the scope of our paper, and we model both the intermediate
excitons and the perturbed atomic excitations with the
corresponding excitations of an isolated atom. However, the
difference between these thresholds is less than 5% for all
observed excitons [62, 63, 75]. Thus, we anticipate a small
error is made by using the thresholds from the gas phase.
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We neglect the observed n = 2 F(%) Wannier exciton, in

all of our cases, since it does not correspond to any individual
atomic state. No other Wannier exciton, for n > 1, has been
identified in the reflection spectra of liquid xenon [61-63, 75].
For simplicity, in the rest of this work the interband transition
and the inelastic collisions will be sometimes referred to as
ionization and excitations, respectively. Comparing to binary
inelastic collisions, these processes are not the same, as every
xenon atom is located in a cluster of the surrounding atoms.
Thus, atomic excitations are replaced either by excitons or by
perturbed atomic excitations, depending on the size of the
atomic cluster [62, 63]. Likewise, binary ionization is
replaced by the excitation of an electron from the valence
band to a quasi free state in the conduction band [66, 67].
In the second case, only excitations with thresholds,
which are lower than the threshold of the interband transition,
are included in the cross section set. This includes 6s[3/2],
and 6s[3/2]; atomic states. These two excitations correspond
to the first two inelastic collisions in the Hayashi’s cross
section set [54]. The former of this state is optically for-
bidden, while the latter is optically allowed. Both the n = 1

[I‘(%)] exciton, and the corresponding perturbed atomic

state, which have been observed in experiment [61-63], have
parentage in the second of these excitations.

2.4. Case 3: The first four excitations from the Hayashi’s set of
cross sections are included

In the previous experimental investigation of photo-
conductivity in liquid xenon it has been shown that other
discrete states should also be included in the set of cross
sections. Specifically, a dip has been observed in the photo-
conductivity spectra of liquid xenon at 9.45 eV [67]. This dip
is induced by the competition between continuous band to

band transitions and the discrete n’ = 1 [1"(%)] exciton [67].

The observed dip in the photoconductivity spectra of liquid
xenon indicates that the corresponding discrete state has
decay channels alternative to dissociation like luminescence
[66]. This indicates that the inelastic energy losses due to this
discrete state should be included in the modeling of electron
transport in liquid xenon. The n’ = 1 F(%) exciton has par-
entage in the 6s'[1/2]; atomic state [62, 63]. Another atomic
excitation exists between 6s[3/2]; and 6s'[1/2]; states [54].
This is the optically forbidden 6s'[1 /2], state. In this case it is
important to take into account both 6s’[1/2], and 6s'[1/2],
states, in addition to the excitations which are included in the
second case. The 6s'[1/2], state corresponds to the third
electronic excitation in the set of cross sections developed by
Hayashi [54]. The fourth electronic excitation in the Haya-
shi’s cross section set corresponds to a combination of
6s'[1/2]; and 6p[1/2]; states [54]. Thus, we include the first
four excitations from the Hayashi’s cross section set in our
third case. This case will be referred to as case 3.

2.5. Case 4: All electronic excitations from Hayashi’s cross
section set are included

In the experimental investigation of the photoconductivity
spectra of liquid xenon near the triple point, no further
structure could be ascertained above 9.45eV [67], and the
photoconductivity spectra has only been shown for energies
lower than 10 eV [67]. However, in a latter experimental
investigation of the density dependence of the photo-
conductivity spectra in fluid xenon by Reininger et al, two
more dips have been observed for densities up to 77.86% of
the triple point density [66]. This is the highest density for
which results are reported in their study. The first of these
dips is at 10.32 eV corresponding to the discrete transition,
which is formed from the two neighboring 5d[3/2]; and
7s[3/2]; states [66]. The second dip is caused by the per-
turbed 5d’[3/2]; atomic state and it is observed at
11.6 eV [66].

Thus, it is clear that the discrete states with energies
above 10 eV exist in liquid xenon, since a line at 10.32 eV has
been observed in the reflectivity spectra [60, 62, 63]. It is also
clear that they cause dips in the photoconductivity in fluid
xenon up to densities close to the triple point density [66].
This indicates that these states should be included in the
calculation of inelastic energy losses of electrons in fluid
xenon. However, we are not certain if these discrete states
should be included in the representation of the inelastic
energy losses in liquid xenon, or if they dissociate into a
quasi-free electron in the conduction band and a quasi-free
positive hole in the valence band. The presence of the line at
10.32 eV in the reflection spectrum of liquid xenon [60, 63]
seems to indicate that these states have alternative decay
channels to dissociation due to luminescence. This means that
they also contribute to inelastic energy losses of excess
electrons. We are not certain which percentage of these dis-
crete states dissociates into a quasi-free electron and a quasi-
free positive hole. This case for representing the inelastic
energy losses in liquid xenon is based on the assumption that
these discrete states always decay through luminescence, or
some other non-dissociative process. Thus, the corresponding
excitations fully contribute to the inelastic energy losses of
excess electrons.

The atomic 5d[3/2]; state corresponds to the 11th exci-
tation of Hayashi’s cross section set, while the 7s[3/2]; state
is included in the 12th Hayashi’s excitation [54]. The
5d’'[3/2]; atomic excitation, which causes a dip in the pho-
toconductivity at 11.6 eV, is not included in Hayashi’s cross
section set. However, the 14th Hayashi’s excitation, which
corresponds to 9s[3/2], state, has a threshold of 11.58 eV,
and it gives the effective energy loss for all excitations in this
energy range in the gas phase. All other effective excitations,
from the Hayashi’s set, include contributions from the opti-
cally forbidden states. Therefore, we should include these
excitations in our model, since the absence of the optically
forbidden states in the reflection spectrum does not mean that
these states do not contribute to the energy losses of excess
electrons. Thus, our fourth case for representing the inelastic



Plasma Sources Sci. Technol. 28 (2019) 015006

| Simonovi¢ et al

10°y——

both cSmomenlum

(e
ionization

Cross Section (10'2°m2)

Energy (eV)

Figure 1. Cross sections for electron scattering in liquid xenon:
(1) Tvoths (2) Tmomentums (3) Tenergy, (4) ionization (the interband
transition), effective electronic excitations: (5) 6s[3/2],, (6)
6s[3/2];, (7) 6s'[1/2]o, (8) 6s'[1/2]; and 6p[1/2];, (9) 6p[5/2], and
6p[5/213, (10) 6p[3/2]; and 6p[3/2],, (11) 5d[1/2]y, 5d[1/2];,
6p[1/2)o, 5d[7/2]4 and 5d [3/2],, (12) 5d[7 /213, (13) 5d[5/2],,
(14) 5d[5/2])s, (15) 5d[3/2];, (16) 7s[3/2], Ts[3/2]1, Tp[1/21]1,
Tp[5/2)2, 6p'(3/211, Tp[5/2)s, 6d[1/2]0, 6d[1/2)1, Tp[3/2]2
6d[3/2)p, Tp[3/211, Tp[1/20, 6d[7/214, 6d[7/2]3, 6p'[3 /2],
6d[5/2%, 6p[1/2];, 6d[5/21;, 6p'[1/2]y and 6d[3/2];, (17)
8s[3/2], and (18) 9s[3/2],.

energy losses in liquid xenon includes all excitations from
Hayashi’s cross section set. This case will be referred to as
case 4. The cross sections for electron scattering in liquid
xenon included in all four cases considered in this work are
shown in figure 1.

3. Methods of calculation

3.1. Monte Carlo method

In this work we use the Monte Carlo method to simulate a
swarm of electrons in an infinite space, which is filled with a
homogeneous background liquid, under the action of a static
and uniform electric field. For this purpose, we have modified
our existing Monte Carlo code, which has been developed for
the study of electron transport in the gas phase [76-78]. Since
the dispersion relation for electrons in liquid xenon can be
taken to be parabolic and isotropic [40], the influence of the
liquid on the electron motion is restricted to scattering events.
Thus, the appropriate modification of the scattering dynamics
is sufficient to make our Monte Carlo code applicable to the
study of electron transport in liquid xenon. This modification
has been done by including three effective scattering pro-
cesses, which represent the coherent scattering of low energy
electrons [57]. These scattering processes are described in
section 2.1. Our study of the electron transport is performed
under the assumption that the density of charged particles is
very low (the swarm limit). Thus, we neglect the electron—
electron interactions, the space charge effects and collisions
with the results of previous collisions (holes and excited
states). Therefore, the dynamics of each electron can be fol-
lowed independently.

The dynamics of an individual electron is determined by
the action of the electric field and by collisions between the
electron and the atoms of the background liquid. The integral
equation for the collisional probability is solved numerically
by generating the random numbers from the uniform dis-
tribution on the interval (0,1) [76-78].

The type of the next collision is determined by using an
additional random number, while taking into account the
relative probabilities of all scattering processes for the
corresponding value of the electron energy [76-78]. The
change of direction of the electron motion after a collision is
represented by a pair of angles, i.e. the scattering angle and
the azimuthal angle. Isotropic scattering is assumed for all
scattering processes, except for the effective scattering pro-
cess which corresponds to the Oepergy Cross section. In this
process the direction of the electron motion is unchanged by
the collision.

After the collision which is represented by the oy, Cross
section the electron energy is reduced by the factor
2"176(1 — cos x), where m is the electron mass, M is the mass
of a background atom, e is the initial energy of the electron
and Y is the scattering angle. The same amount of energy is
lost by a low energy electron in the effective scattering pro-
cess, which is represented by Tepergy Cross section. When an
inelastic collision, or interband transition takes place, the
energy of the incident electron is reduced by the energy loss
(i.e. the threshold energy) of the corresponding process. After
the interband transition, the remaining energy is redistributed
between the primary electron and the secondary electron. The
fraction of the postcollisional energy, which is obtained by
each of these two electrons, is determined by using an addi-
tional random number.

In our Monte Carlo code, monomials of coordinates and
velocity components of each individual electron are sampled
and averaged, over the entire electron ensemble, at discrete
sampling times [76-78]. These expressions are used to cal-
culate both bulk and flux transport coefficients of the swarm,
with explicit formulas given elsewhere [76-78].

As a large number of electrons must be followed, in order
to reduce the statistical fluctuations of the output data, our
Monte Carlo simulations are very time consuming. The
computational time is particularly large for lower values of
reduced electric field, where few inelastic collisions take
place. Under these conditions due to a small rate of energy
transfer in elastic collisions, the relaxation of energy is inef-
ficient. In order to optimize the computational time and speed
of our simulations in the limit of low reduced electric fields,
the simulations are performed with a lower number of elec-
trons until the swarm reaches the steady state. After relaxation
the swarm is multiplied several times, by cloning each elec-
tron, until the desired number of electrons is obtained. When
the multiplication is finished all transport properties are cal-
culated from average monomials of both velocities and
coordinates. For a more detailed description of our Monte
Carlo code, we refer readers to our reviews [76-78].
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Figure 2. Comparison of our results for mean energy, drift velocity W, longitudinal diffusion coefficient nyD; and transverse diffusion
coefficient ngD7 of an electron swarm in the Percus—Yevick model liquid, with those of Tattersall er al [57]. Transport properties are
presented as a function of the reduced electric field E/ng and the Percus—Yevick packing ratio ¢. The present calculations are represented by
lines, while the results of Tattersall et al [57] are represented by symbols.

3.2. Benchmark calculations

We present our benchmark calculations for the Percus Yevick
model liquid, in order to test the implementation of the
coherent scattering effects in our Monte Carlo code. The
radial pair correlation function, which corresponds to this
model, is obtained by applying the Percus Yevick approx-
imation as a closure to the Ornstein—Zernike equation and by
representing the interaction between the background mole-
cules by the hard sphere potential [57, 79]. The corresponding
static structure factor is obtained as a Fourier transform of this
pair correlation function [57]. The modified Verlet and Weis
structure factor for the Percus Yevick liquid [80] is used in
this work, as in the study of Tattersall et al [57]. This structure
factor is given by
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[57]. The packing ratio ¢ determines the percentage of space
which is occupied by the hard spheres. This ratio can be

where n = ¢

. 4
written as ¢ = gmﬁno, where r and ng are the hard sphere

radius and the neutral number density respectively [57].

In figure 2 we show our benchmark results for mean
energy, drift velocity and components of the diffusion tensor
for electrons in the Percus Yevick liquid, for several values of
the packing ratio ¢. For comparison, the benchmark results of
Tattersall er al [57] are included in the same figure. Our
results are represented by lines, while the results of Tattersall
and co-workers are represented by symbols. From a com-
parison between our results and those predicted by Tattersall
et al [57], it is evident that the results are consistent for all
E/ny and ¢ and for all transport coefficients. This suggests
that the representation of the coherent scattering effects has
been included properly in our Monte Carlo code [81].

In figure 2 we see that all transport properties are dis-
tinctively dependent on ¢ for the lower values of E/ng. Due to
coherent scattering effects, all transport properties increase
with the increase of ¢. At the higher values of E/ng , how-
ever, the strong dependence of transport properties on ¢ is
firstly reduced and then entirely removed as the influence of
the coherent scattering is negligible for the high energy
electrons. On the other hand, the behavior of the longitudinal
diffusion coefficient D; is more complex. We see that D,
increases with the increase of ¢ at low electric fields, but this
dependence is inverted for E/n( between approximately 2 and
10 Td. The mean energy monotonically increases with the
increase of E/ny for all values of ¢. The drift velocity exhibits
structure induced NDC, i.e. for E/ng approximately between
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0.5 and 6 Td and for ¢ > 0.3, values of drift velocity decrease
as the driving field is increased. The quantitative criterion for
the occurrence of the structure induced NDC has been dis-
cussed by White and Robson [82]. The decrease of the drift
velocity with increasing field can be attributed to the reduc-
tion of the coherent scattering effects, which in turn enhance
the directional motion of low energy electrons. The reduction
of both D; and Dy with an increasing E/ng is also clearly
evident. In the limit of the highest E/ng considered, all pro-
files approach to that for ¢ = 0. It is interesting to note that
the values of E/ng for this transition decrease with increas-

ing ¢.

3.3. Fluid model of negative streamers

Our simulations of negative streamers in liquid xenon are
performed by using a 1.5 dimensional fluid model [83, 84]. In
this model, we assume that the space charge is contained
inside a cylinder with radius R, and that the charge density
varies along the axial direction only. The electron dynamics is
described by the continuity equation for the electron number
density

On,(x, t) 0 ( On,(x, t)
Jen ) 9| p, L
ot ox Ox

+ (v — Bny(x, H)ne(x, 1), (6)

+ Wn,(x, t) sgn(E))

where n.(x, 1) and n,(x, ) are the number densities of elec-
trons and positive holes, respectively, which are functions of
the coordinate x and time . In this equation D; and W are the
longitudinal diffusion and the drift velocity respectively,
sgn(E) is the sign function of the electric field E which is
oriented along the x-axis, while ; and (3 are the ionization rate
and the recombination coefficient, respectively.

Since the hole mobility in liquid xenon is much smaller
than the mobility of electrons [85, 86], the positive holes are
assumed to be stationary, on the time scales relevant for this
study. Thus, the time evolution of the number density of
positive holes is described by the number balance equation

onp(x, t) B

o (i — Bnp(x, 1)n.(x, 1). @)

The total electric field in the system is represented as the
sum of the uniform external field and the electric field due to
space charge effects [83, 84]

E(x,t) =Ey+

5 ¢ fol[sgn(x —x')

E0Er

x —x'

- (np(x', 1) — ne(x', D)dx',  (8)

V& — 2?2 + R$

where Ej is the external field, e is the elementary charge, ¢,
and ¢, are the vacuum permittivity and the relative permit-
tivity, respectively, and [ is the length of the system. The
recombination coefficient is given by the scaled Debye

formula [50-52]

8= ey — c2Cbe ©)

E0Er

where (p is the Debye recombination coefficient, p, is the
electron mobility, while ¢ is the scaling factor which is taken
to be 0.1 [10, 50, 51].

The above fluid equations are closed assuming the local
field approximation—all transport properties of electrons at a
given value of the coordinate x and time ¢ are determined by
the local instantaneous electric field, E(x, t) and are evaluated
from data computed in Monte Carlo simulations. In the
numerical implementation of our fluid model, the spatial
discretization is performed by using the second order central
finite difference, while the fourth order Runge—Kutta method
is used for the integration in time. In fluid simulations we
follow the transition of an electron avalanche into a negative
streamer and its subsequent propagation in liquid medium.

4. Results and discussion

4.1. Transport coefficients for electrons in liquid xenon

In our study of the transport properties of electrons in liquid
xenon we cover a range of reduced electric fields between
1 x 10 and 2 x 10°Td. The number density of xenon
atoms is 1.4 x 10®® m >, while the temperature of the
background liquid is 163 K. For E/ng higher than 10 Td, we
follow 10° electrons during the entire simulation. However, at
lower fields our simulations begin with 10* electrons and after
the relaxation to the steady state the electron swarm is gra-
dually scaled up to 10° electrons by cloning each electron at
fixed time intervals. The initial velocities of electrons are
randomly selected from a Maxwell-Boltzmann velocity dis-
tribution which corresponds to a mean energy of 1eV. All
electrons start their trajectories from the same point in space.
This point is chosen as the origin of our coordinate system.
The cross sections for electron scattering employed in this
work are shown in figure 1. The mean energy, drift velocity
and diffusion coefficients are shown for cases 1 and 4, as
differences between individual cases are too small to be
clearly distinguished on logarithmic scale.

4.1.1. Mean swarm energy. The comparison of the mean
energies of electron swarms in liquid and gaseous xenon is
shown in figure 3. For the lower values of electric fields up
to approximately 0.6 Td, the mean energy is higher in liquid
xenon than in gaseous xenon due to a significant reduction
of the cross section for elastic scattering of the lower energy
electrons in the liquid phase. Such behavior is different at
higher fields as the mean energy of electrons approaches
1 eV, owing to the fact that the electron scattering in atomic
liquids is similar to the scattering in dilute gases for the
electron energies higher than 1eV [19, 34]. The mean
energy is lower in the liquid phase than in the gas phase for
E/ng between approximately 0.6 and 350 Td. At the lower
edge of this field region, the difference between the mean
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Figure 3. Comparison of the mean energies of electrons in gaseous
and liquid xenon. The values of mean energy in liquid xenon,
determined by employing two different methods for representing the
inelastic energy losses, are shown. In the first case all excitations are
neglected, while in the fourth case all excitations from Hayashi’s
cross section set for electron scattering in gaseous xenon [54, 68] are
included.
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Figure 4. Percentage difference between the values of mean energy,
for electrons in liquid xenon, which are determined by using
different representations of the inelastic energy losses. All excita-
tions are neglected in the first case. In the second and the third cases
only the first two (6s5[3/2], and 6s[3/2];) and the first four
(6s[3/2],, 65[3/2];, 65'[1/2]y and an effective excitation which
represents both 6s'[1/2]; and 6p[1/2];) excitations from the cross
section set of Hayashi [54, 68] are included. All excitations from the
cross section set of Hayashi are included in the fourth case.

energies in gaseous and liquid xenon can be attributed to the
greater amount of energy losses in elastic collisions in the
liquid phase in the energy region between approximately
0.4 and 10eV [34]. This is represented by the combined
effect of the scattering processes which correspond to oy
and Oepergy Cross sections. For E/ng between approximately
3and 350Td this energy difference is caused by the
intensive ionization cooling in the liquid phase. Ionization

10

—o— Boyle et al. (2016)
4 Miller et al. (1968)
®  Huang and Freeman (1978)

Present calculations:
— — Liquid Xe, Case 1
——Liquid Xe, Case 4
— - —Gaseous Xe

-
-

10’
E/nO (Td)

102 10" 10°

Figure 5. Comparison of the measured drift velocities in liquid
xenon (Miller ef al [88] and Huang and Freeman [89]) with the
theoretical calculations. The theoretically determined drift velocities
in liquid xenon include those of Boyle et al [34] as well as the bulk
drift velocities calculated in this study by employing two different
methods for representing the inelastic energy losses. The bulk drift
velocity of electrons in gaseous xenon is also shown in this figure for
comparison.

cooling of an electron swarm in gases has been discussed by
Robson and Ness [87]. At higher fields the mean energy in
the first case for representing excitations in liquid xenon is
slightly higher, while the mean energy in the fourth case is
slightly lower, than the mean energy in the gas phase.

In figure 4 we show the percentage difference between
the calculated mean energy, assuming the first and the
remaining three cases. This difference is negligible for E/n,
less than 2 Td as electrons undergo elastic collisions only. For
E/ng higher than 2 Td the mean energy reaches the highest
value in the first case due to the absence of inelastic energy
losses. The percentage differences between the values of
mean energy in the first case and the remaining three cases
reach two local maximums at about 5and 1000 Td, and a
local minimum around 27 Td. The first local maximum occurs
due to the absence of inelastic energy losses, lower than the
threshold energy for ionization, in the first case. The local
minimum appears in the field region in which the energy
losses due to ionization become comparable to the inelastic
energy losses. For E/ng higher than 50 Td, the mean energy
decreases with the increase of the number of excitations
which are included in the model. This is a consequence of a
significant competition between ionization and excitations
with thresholds higher than 9.22 eV in this field region. The
percentage difference between the mean energy in the first
case and the remaining cases never exceeds 3%, 6% and 16%
for the second, third and fourth cases respectively. Even
though the percentage difference between the values of mean
energy in various cases decreases for E/ng greater than
1000 Td, the absolute difference continues to rise mono-
tonically in the entire field region covered in this study. For
the values of E/ng lower than 50 Td, these differences are
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Figure 6. Energy distribution function of the electrons for various £/

ng as indicated on the graph. Calculations are performed assuming the

case 2 where excitations 6s[3/2], and 6s[3/2]; from the set of cross sections developed by Hayashi are included.

very small and are close to the statistical uncertainty of the
Monte Carlo simulations.

4.1.2. Drift velocity and NDC. 1In figure 5 we show bulk drift
velocities assuming the first and the fourth cases for
representing the inelastic energy losses as a function of
E/ng. For comparison, the theoretical [34] and experimental
[88, 89] drift velocities in liquid xenon determined by
previous authors are displayed in the same figure, along with
the bulk velocity in gaseous xenon. For the values of E/ng
lower than 1 Td, the drift velocity in the liquid phase exceeds
the drift velocity in the gas phase. This is a consequence of
the significant reduction of the rate for momentum transfer of
the lower energy electrons in liquid xenon due to the
modifications of the scattering potential and the coherent
scattering effects. The lowering of the rate for momentum
transfer enables the electric field to accelerate electrons more
efficiently in liquid xenon than in the gas phase, which leads
to a significant enhancement of the drift velocity compared to
the gaseous xenon. However, this effect is reduced at higher
fields as the scattering of a high energy electron on a xenon
atom is weakly perturbed by the surrounding liquid. Thus, for
the values of E/ng between approximately 0.02 and 2 Td the
drift velocity in liquid xenon decreases with increasing field,
until it reaches the values that are close to the drift velocity in
gaseous xenon. The reduction of the drift velocity with
increasing E/ng is a phenomenon that is well known as NDC
[90-92]. While this phenomenon is caused by inelastic and
non-conservative collisions in various gases [90, 92], the
NDC observed in liquid argon and liquid xenon is entirely
structure induced phenomenon [19, 34, 82]. The quantitative

1

criterion for the occurrence of the structure induced NDC has
been discussed by White and Robson [82]. At the end of the
field region, which corresponds to NDC, the drift velocity in
gaseous xenon slightly exceeds the drift velocity in liquid
xenon. For the values of E/ng higher than 10 Td the bulk drift
velocity in the first case exceeds the bulk drift velocities in all
other cases as well as the bulk drift velocity in the gas phase
due to the strongest explicit effects of ionization in this case.

In order to understand the occurrence of NDC in liquid
xenon at low electric fields, in figure 6 we show the energy
distribution functions for a few values of E/ng. Results are
presented for the case two only, as the rate coefficients for
those inelastic processes excluded in this case are negligible
over the range of reduced electric fields considered. At low
electric fields, up to approximately 0.008 Td, the majority of
electrons have energies below approximately 0.7eV. The
cross section for momentum transfer is very small over the
range of energies less than 0.7 eV and hence the drift velocity
in liquid xenon is much greater than in the gas phase.
However, for E/nq greater than approximately 0.02 Td (at this
particular value of E/ny NDC begins to develop) a large
fraction of electrons have energies between approximately 0.7
and 2 eV. There is a rapid rise in both opom and Tepergy With
increasing energy in this region. As a consequence, these two
cross sections quickly approach the cross section for elastic
collisions in the gas phase. For E/ng between 0.2 and 1 Td the
majority of the high energy electrons have energies between
1.5and 3 eV where the cross sections opoq and Omomentum
increase rapidly and approach their maximal values. The rapid
rise of both oy, and 0 omentum 1€ads to a decrease of the drift
velocity with increasing E/ng. For E/ng higher than
approximately 5 Td a large fraction of electrons have energies

1
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Figure 7. Spatially-resolved rate coefficient for the opoy,. Calcula-
tions are performed assuming the case 2 where excitations 6s[3/2],
and 65[3/2]; from the set of cross sections developed by Hayashi are
included.

higher than approximately 4 eV, and at these energies the
cross section for elastic scattering rapidly drops off with an
increase of electron energy. In this range of fields, the drift
velocity monotonically increases with E/n.

We may also observe that over the range of E/n,, where
the structure induced NDC occurs, the high-energy tail of the
distribution function quickly drops off with increasing
energy. This is caused due to rapid increase of energy
transfer associated with the oyom and Tepergy. For E/ng lower
than approximately 0.008 Td and higher than approximately
4Td, the high-energy tail of the distribution function drops
off more slowly.

In figure 7 we show the spatially-resolved rate coefficient
for the opom. In order to sample spatially-resolved rate
coefficients we have divided the real space into cells. The
space is divided uniformly into 100 cells in such a way that
cells indexed by (—50, +50) correspond to the real
coordinates (x., + 30), where x.,, is the coordinate of the
center of mass of the swarm, and the o is the standard
deviation of the x-coordinate of the electrons [93]. Comparing
the leading and trailing edges of the swarm, this property is
higher at the leading edge where the average energy of the
electrons is always greater than at the trailing edge. The slope
of the spatially-resolved rate coefficient is the largest over the
range of E/ny where NDC occurs. Moreover, we observe that
the maximal values of this property at the leading edge of the
swarm are higher for 0.59 and 0.77 Td than for a higher value
of 59Td. A similar behavior is observed for the spatially-
resolved rate coefficient for the 0 omentum-

The drift velocity calculated in our study is in an
excellent agreement with the theoretical results of Boyle et al
[34]. Our values of the drift velocity are close to those
predicted in the experiments of Miller et al and Huang and
Freeman [88, 89]. However, while most theoretical calcula-
tions of the drift velocity predict a structure induced NDC,
this effect has not been observed in the experiments. In the
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Figure 8. Percentege difference between the values of drift
velocities, for electrons in liquid xenon, which are determined by
using different methods for representing the inelastic energy losses.
These methods are described in the caption of figure 4. Flux and bulk
results are represented by solid lines and dashed lines, respectively.

field region which corresponds to the onset of the structure
induced NDC of the theoretically determined drift velocity,
the experimental drift velocity saturates with increasing field.
At higher fields, no experimental results are available.

This discrepancy between theoretical and experimental
results has been attributed by Sakai et al [32] to the presence
of additional channels of energy loss in liquids, which are not
included in the existing theoretical models. These energy
losses correspond to the changes in the translational states of
pairs and triplets of xenon atoms upon the electron impact,
and they occur for energies much lower than the first
threshold for excitations [20, 32]. Sakai and co-workers have
empirically derived the sets of cross sections for electron
scattering in liquid argon, krypton and xenon [32] which
include effective cross sections for representing these
additional energy losses. However, an alternative explanation
for this discrepancy between theory and experiment could be
the presence of molecular impurities in the liquid rare gases
used in the experiments. Indeed, it has been shown by Sakai
et al [32] that even a small amount of molecular impurities in
liquefied rare gases leads to a significant enhancement of the
electron drift velocity. It might also be the case that the
structure induced NDC would be observed in the profiles of
the experimentally determined drift velocity at higher electric
fields. Further experimental and theoretical investigations are
required for the resolving this discrepancy. Thus, the
measurement of the drift velocity of electrons in liquid xenon
at higher electric fields is of a great importance. In any case,
we do not include the effective cross section developed by
Sakai et al [32] in our model, as it is not adjusted to our cross
section for elastic scattering.

In figure 8 we show the percentage difference between
the calculated drift velocity assuming the first and the
remaining three cases. The flux drift velocity increases with
the decrease of the number of excitations, which are
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Figure 9. Variation of the first Townsend coefficient with E/n, for
electrons in liquid xenon. Calculations are performed by assuming
all four different methods for representing the inelastic energy losses.
These methods are described in the caption of figure 4. The first
Townsend coefficient for gaseous xenon, which is scaled up to liquid
density is also shown, for comparison.

considered in the model. This is caused by the lowering of the
chaotic component of the electron velocity due to the increase
of the ionization cooling with the reduction of the inelastic
energy losses [87]. In the case of the bulk drift velocity, this
increase is even more pronounced due to the explicit effects
of ionization. The percentage difference between drift
velocities determined in the first case and the remaining
three cases has a local maximum at about 8 Td, as the relative
difference between rates for ionization has the highest values
at low electric fields. This local maximum has a value of
about 8% and 24% for flux and bulk drift velocity,
respectively. For E/ny higher than 100 Td, the percentage
difference between flux drift velocities in the first case and the
last two cases rises due to increasing rates for inelastic
collisions with thresholds higher than 9.22 eV in this field
region. The percentage difference between the corresponding
bulk drift velocities reaches another local maximum at about
200Td and 400Td for the third and the fourth cases
respectively. Although the percentage difference between
bulk drift velocities in different cases decreases after the last
local maximum, the absolute difference monotonically
increases in the entire field region below 2000 Td.

4.1.3. First Townsend coefficient. The first Townsend
coefficient expresses the number of ion pairs generated by
an electron per unit length. It is equal to the ionization
collision frequency divided by the electron drift velocity. Our
calculations of the first Townsend coefficient a determined by
using different representations of the inelastic energy losses in
liquid xenon are shown in figure 9. The first Townsend
coefficient in gaseous xenon is scaled up to the liquid density
and displayed in the same figure for comparison. It can be
seen that o monotonically increases with increasing field in
all four cases for representing the inelastic energy losses. We
also observe that « is reduced with increasing number of
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Figure 10. Comparison between the theoretical calculations of the
first Townsend coefficient « determined in this study and the results
of previous authors. These results include the measurements of
Derenzo et al [56] and calculations of Atrazhev et al [39], Jones and
Kunhardt [40] and Nakamura et al [53].

included excitations. In the first case, where all excitations are
neglected, the coefficient o overestimates those calculated in
the remaining three cases over the range of E/ng considered.
While the absolute difference between the first Townsend
coefficient in the first case and the remaining cases increases
over the entire E/ng range covered in this study, the relative
difference has the highest values at E/noy lower than
approximately 20Td. For E/n, greater than 20Td the
ionization rate coefficient in the fourth case, where all
excitations are included, becomes significantly lower than the
corresponding rate coefficients in the other three cases. This is
a consequence of the increasing inelastic energy losses which
have thresholds higher than 9.22 eV in this case.

The first Townsend coefficient in liquid xenon is much
higher than the rescaled coefficient in gaseous xenon for E/n,
lower than 100 Td. In the limit of the highest E/n considered
in the present work, however, we observe that the deviations
between the ionization coefficients in liquid and rescaled gas
are significantly reduced. One of the main reasons for the
significant difference between the rate coefficients for
ionization in the scaled gaseous xenon and liquid xenon is
the reduction of the threshold for ionization in the liquid
phase. An electron in gaseous xenon can undergo ionization
only at energies higher than 12.13 eV. Moreover, it can lose a
significant amount of energy in a wide range of inelastic
scattering processes at energies lower than the threshold
energy for ionization. However, in liquid xenon any electron
with the energy higher than 9.22 eV can excite an electron
from the valence band to the conduction band. Furthermore,
there is a far lower number of inelastic scattering processes
with thresholds which are lower than the threshold for
ionization in the liquid phase compared to the gas phase.

In figure 10 we show the first Townsend coefficient
measured by Derenzo er al [56] along with the theoretical
results obtained by previous authors [39, 40, 53]. The values
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of the first Townsend coefficient determined in this study by
assuming the first and the fourth cases for representing the
inelastic collisions are displayed in the same figure for
comparison. The experimental results of Derenzo et al [56]
are significantly higher than the values of « for electrons in
gaseous xenon which are scaled to liquid density. An unusual
feature of the first Townsend coefficient measured by
Derenzo and co-workers is a non-monotonous behavior with
the increase of the reduced electric field. However, this non-
monotonicity is not outside the range of experimental
uncertainty.

The two sets of results determined by Atrazhev et al [39]
are calculated by assuming two different methods for
representing the inelastic energy losses. The values of «
represented by curve Il are determined under the assumption
that the percentage of inelastic energy losses in the liquid
phase are just the same as in the gas phase [39]. This curve is
significantly below all other curves presented in this figure.
The underestimation of « in curve II demonstrates the
significant reduction of the inelastic energy losses in liquid
xenon compared to gaseous xenon as discussed by Atrazhev
et al [39]. The values of « represented by curve IIl are
determined by completely neglecting the inelastic energy
losses in liquid xenon. This curve is in the best agreement
with the first two experimental points of Derenzo et al [56]
and with our case 1. The first Townsend -coefficient
determined by Jones and Kunhardt [40] is the only present
theoretical result which predicts the non-monotonic behavior
of a and it is in a good agreement with the first four
experimental points of Derenzo et al [56]. However the
values of « at higher fields are not shown in their work. The
results of Nakamura et al [53] agree very well with the last
segment of experimental points of Derenzo et al [56], while
the values at lower fields are not displayed in their paper.

While our case 1 for representing the inelastic energy
losses is in the best agreement with the first two experimental
points of Derenzo et al [56], all other experimental points are
in an excellent agreement with our remaining three cases. No
experimental data are present in the field range in which there
is a significant difference between our last three cases for
representing the inelastic collisions in liquid xenon. However,
the last two experimental points of Derenzo et al [56] are in a
slightly better agreement with our fourth case than with the
remaining cases.

A possible explanation for the high values of the first two
experimental points determined by Derenzo et al [56] is the
presence of another mechanism for populating the conduction
band in liquid xenon, which is more significant than electron
impact ionization at low electric fields. One example of such a
mechanism is the dissociation of high order Wannier excitons
(n > 1) due to scattering on the walls of the system, or under
the influence of some other perturbation. Another possible
explanation is the reduction of the inelastic energy losses at
energies lower than 9.22 eV due to some other effects, which
are not included in our model.
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Figure 11. Comparison between the present calculations and those
predicted by a multi term solution of the Boltzmann equation (Boyle
et al [34]) and experimental measurements (Shibamura et al [94]) for
the bulk values of D;/u and Dy/pu. Our results are evaluated by
assuming the cases 1 and 4.

4.1.4. Longitudinal and transverse diffusion coefficients. In
figure 11 we show the variation of D, /p and D¢/ p with E/ng
assuming the first and the fourth cases for representing the
inelastic collisions in liquid xenon. The calculated values of
these quantities obtained by Boyle et al [34] are also
displayed in the same figure for comparison, along with the
characteristic energy measured by Shibamura et al [94]. Here
D; and D7 denote the longitudinal and the transverse
components of the bulk diffusion tensor, while p is the
bulk mobility of electrons. The characteristic energy Dr/u
initially increases with increasing E/ng, reaching a local peak
around 2 Td, and then starts to decrease with E/nq. For E/ny
higher than approximately 300 Td, we see that Dy/u again
increases with E/ng. The E/ny dependence of Dy /u is more
complicated. First, there is a region of slow rise of D/ with
increasing E/ng due to a reduction of the momentum transfer
of the lower energy electrons in liquid xenon. Second, there is
a region of slow decrease for E/ng between approximately
0.05 and 0.4 Td, and then for E/n, up to approximately 6 Td
there is again a region of rapid rise. Between approximately
6 and 30 Td D,/ is reduced as the inelastic collisions start to
exert their influence on the swarm. Finally, D, /p rises again
as the electrons start to rapidly gain energy from the electric
field. The complex behavior of D, /u in liquid xenon reflects
the high sensitivity of this property with respect to the details
of cross sections.

We also observe that Dy /1 agree very well with the results
of Boyle et al [34] for E/ny lower than 0.7 Td. However, our
results are lower than those of Boyle and co-workers at higher
electric fields. The discrepancy can be attributed to the
difference in the employed cross sections for the electron
scattering, as Boyle and coworkers have neglected the inelastic
collisions in their study. As the mean energy of electrons is
around 1.8 eV at 1 Td, the most energetic electrons have enough
energy to undergo inelastic collisions. The present calculations
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Figure 12. Comparison of the ratios between the bulk longitudinal
diffusion and the bulk transversal diffusion in liquid xenon assuming
cases 1 and 4 and the same ratio in gaseous xenon. These cases are
described in the caption of figure 3.

of Dy/p are in a good agreement with those predicted by Boyle
et al [34] and Shibamura et al [94].

In figure 12 we show the ratio D; /Dy for electrons in
liquid xenon assuming the first and the fourth cases for
representing the inelastic energy losses. The values of D, /Dy
for electrons in gaseous xenon are shown in the same figure
for comparison. For electrons in liquid xenon this ratio is
decreasing with increasing field up to approximately 1 Td,
due to the rising rates for elastic scattering in this field region.
However, this ratio is increasing at higher fields due to the
reduction of the rate for elastic scattering of high energy
electrons. The E/ny dependence of this ratio is different for
electrons in gases at low electric fields. For the values of E/ng
lower than 102 Td this ratio is constant in the gas phase as
the mean energy of electrons is very close to the thermal
values. There is a narrow range of the reduced electric field
between approximately 10 >and 2 x 10~>Td in which this
ratio is rising with increasing field, due to the influence of the
Ramsauer—-Townsend minimum. At higher fields the qualita-
tive trend of behavior of D, /Dy is the same for electrons in
liquid and gaseous xenon though the minimum is more
pronounced in the liquid phase.

4.2. Streamer calculations

In our fluid simulations, we follow the transition of an elec-
tron avalanche into a negative streamer as well as the sub-
sequent propagation of this streamer. The initial condition for
both electrons and positive holes is a Gaussian distribution
which is given by

300
0. 057TR

(= 0951
2(005%)2

This Gaussian is positioned near the cathode. It should be
noted that the initial number densities of electrons and posi-
tive holes are selected so that the space charge effects are

ne(x, 0) = 10)

J_

negligible. The values of / and R, are set to 5 x 10~> m and
1 x 10~ m respectively. The particular value of Ry is chosen
as an educated guess taking into account the initial distribu-
tion width and the spreading due to transverse diffusion.
This value is in a good agreement with the values evaluated
by the other authors [50, 51]. The length of the system !/ is
determined by the requirement that the streamer velocity
relaxes to a stationary value. The number of spatial cells used
in our fluid simulations is 25000.

In figures 13 and 14 we show the formation and propa-
gation of a negative streamer, assuming cases 1 and 4 for
representing the inelastic energy losses, under the influence of
the externally applied electric fields of 59 Td and 100 Td,
respectively. For E/ng = 59 Td the difference between the
ionization coefficients for liquid phase and rescaled gas is
much higher than for E/ng = 100 Td. The simulations in the
liquid phase are augmented by the simulation in which the
transport data for electrons in the gas phase are for the gas
phase scaled to the liquid density. The general features of the
streamer profiles in the liquid xenon are the same as those of
the streamers in gases [95, 96]. However, the space and time
scales of the streamer formation are reduced by about three
orders of magnitude due to a much greater number density of
the background atoms in the liquid phase. The electron
number density has a sharp peak in the streamer head where
the electric field is significantly enhanced by the space charge
effects. However, the number density is greatly reduced in the
streamer channel where the external electric field is sig-
nificantly screened. The further reduction of the number
density of electrons in the streamer channel with increasing
distance from the streamer head is clearly evident in the
streamer profiles. This reduction can be attributed to the
recombination of electrons and positive holes [50, 51]. A
similar decrease of the electron number density in the strea-
mer channel is observed for streamers in electronegative
gases [50, 51].

We observe that the streamer formation as well as
streamer propagation are greatly reduced with an increase of
the number of excitations which are included in the model.
The number density of electrons in both the streamer head
and the streamer channel is also reduced. It can also be seen
that the transition from an electron avalanche into a streamer
is much slower in the case of the rescaled gas than in the first
and the fourth cases of the liquid phase. Comparing figures 13
and 14, we see that this difference is much more pronounced
at 59 Td than at 100 Td. To be specific, at 59 Td the dis-
tribution of electrons modeled in the case of the rescaled gas
is still in the avalanche phase at the time instant when the
streamer in the liquid phase, assuming the first case of
representing inelastic energy losses, crosses the entire length
[. On the other hand, at 100 Td the streamer modeled in the
case of the rescaled gas is almost completely formed by
the time when the streamer modeled in the first case reaches
the boundary of the system. However, the streamer velocity
and the number density of electrons calculated in the rescaled
gas case are well below those in the liquid phase, assuming
both cases 1 and 4, even at 100 Td. The observed streamer
properties may be understood by considering the differences
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Figure 13. The formation and propagation of a negative streamer in liquid xenon for Ey/ng = 59 Td. The presented results are determined by
assuming the first and the fourth cases for representing the inelastic energy losses. The results of streamer simulations obtained by using the
gas phase transport properties which are scaled to liquid density are shown in the same figure for comparison. Here n, refers to the electron
number density, while E/n refers to the reduced resultant electric field. The direction of the external electric field Eo is also shown in this

figure.
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Figure 14. The formation and propagation of a negative streamer in liquid xenon for Ey/ng = 100 Td.

between the ionization coefficients in liquid and gaseous
xenon. These differences are the most dominant at lower
electric fields and gradually decrease with increasing field.
In figure 15 we show the profiles of negative streamers in
liquid xenon for the applied reduced electric fields of 35 Td,
59Td and 100 Td, respectively, at time 73 ps. The time
instant of 73 ps has been carefully chosen since the fastest
streamer in our simulations reaches the boundary of the sys-
tem exactly at this time. The results are evaluated by con-
sidering all four cases for representing the inelastic energy
losses. We observe that the number density of electrons in the
streamer head and behind the ionization front in the streamer
channel are decreased with the increase of the number of
excitations in the model, independently of the applied electric
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field. It can also be seen that the number density of electrons
and the streamer velocity increase with increasing Eq/n.
The streamer velocities determined by employing all four
cases for representing the inelastic energy losses, are shown in
figure 16 along with the streamer velocity calculated by using
the gas phase transport properties which are scaled to liquid
density. For comparison, the bulk drift velocity obtained in
the first case, is shown in the same figure. It can be seen that
the streamer velocity greatly exceeds the bulk drift velocity.
This is expected, as the velocity of a negative streamer is
determined by the combination of the electron velocity and
the rate of the electron impact ionization in the streamer head,
where the electric field is significantly enhanced, as well as by
the strong diffusive fluxes in the streamer front. It can also be
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Figure 15. The spatial profiles of the electron number density n, and the reduced electric field E/n, for three different values of the external
electric field Ey. The displayed spatial profiles are determined by assuming all representations of the inelastic energy losses considered in the

present work. All profiles are shown at 73 ps.
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Figure 16. The streamer velocities calculated by assuming all
representations of the inelastic energy losses considered in the
present work. The streamer velocity obtained by using the gas phase
transport data which is scaled to liquid density is displayed for
comparison, as well as the bulk drift velocity of electrons, which is
determined for the first case of representing the inelastic energy
losses.

seen that the intensity of the streamer velocity determined in
our fluid simulations strongly depends on the employed case
for representing the inelastic energy losses in the liquid phase.
The difference between the values of streamer velocities,
which are obtained by assuming the first and the fourth cases,
is about 40% at high electric fields. In addition, for the values
of Ey/ng around 100 Td the streamer velocity determined by
using the gas phase transport properties, which are scaled to
liquid density, is about 2.5 times lower than the streamer
velocity obtained in the first case for representing the inelastic
energy losses. This difference is even more pronounced at
lower electric fields. The differences between the calculated
velocities of negative streamers are reflections of the
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corresponding differences between the first Townsend coef-
ficient (see figure 9).

5. Conclusion

We have investigated the influence of the inelastic energy
losses in liquid xenon on the transport properties of electrons
and the dynamics of negative streamers, by using Monte
Carlo simulations and the 1.5 dimensional fluid model. Four
cases for representing the inelastic energy losses in liquid
xenon are discussed in light of previous spectroscopy and
photoconductivity experiments. These cases are employed for
determining the transport properties of electrons by using
Monte Carlo simulations. Our Monte Carlo code has been
modified by including three effective scattering processes,
which give a good representation of the coherent scattering of
low energy electrons in non-polar liquids. The validity of our
Monte Carlo code has been tested by calculating the mean
energy, the drift velocity and the components of the diffusion
tensor for electrons in the Percus Yevick model liquid. Our
benchmark results for the Percus Yevick model are in an
excellent agreement with those calculated by Tattersall et al
[57]. We have determined the values of mean energy, drift
velocity, diffusion tensor and the first Townsend coefficient
for electrons in liquid xenon. Our results are in a good
agreement with those of Boyle ef al [34], as well as with the
available experiments [56, 88, 89, 94]. However, since our
calculations of transport properties span a range of the
reduced electric field much wider than that investigated in
experiments, one should be cautious to trust the calculated
data outside the range covered in the experiments. This
should be noted since we have approximated the cross
sections for inelastic scattering and interband transitions of
electrons in liquid xenon by using the cross sections for
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electron scattering on an isolated xenon atom. In addition, we
have neglected the electron phonon scattering, and we did not
take into account the structure of the conduction band since
we have approximated each electron by a free particle moving
between individual collisions. It has been shown that there is
a significant difference between the values of the first
Townsend coefficient determined by employing different
representations of the inelastic energy losses. The transport
properties of electrons obtained in our Monte Carlo simula-
tions, are used as input data in our simulations of the streamer
dynamics. These simulations are based on the first order fluid
model, and they follow the transition of an electron avalanche
into a negative streamer and the subsequent streamer propa-
gation. The results of these simulations strongly depend on
the number of excitations which are included in the model.
The intensity of the streamer velocity in the case in which all
excitations are neglected exceeds the corresponding intensity
in the case in which all excitations are included by about 40%),
at high electric fields. This difference is in agreement with
the difference in rates for ionization in these cases. Moreover,
the value of the streamer velocity determined by using the
transport properties from the gas phase, which are scaled to
liquid density, is over 2.5 times lower than the streamer
velocity calculated in the case in which all excitations are
neglected. Furthermore, the speed of transition of an electron
avalanche into a streamer in the rescaled gas phase is sig-
nificantly lower than in the other cases investigated in our
study. This difference is especially pronounced for the
reduced electric fields lower than 100Td. These results
indicate that the correct representation of the elementary
scattering processes in liquids is of crucial importance for the
modeling of the electron transport and the electrical dis-
charges in the liquid phase.

Our work concerning the modeling of electron transport
in liquid xenon can be extended by employing ab initio cross
sections for inelastic scattering and interband transitions in the
liquid phase after these cross sections are determined. Further
improvement of the model would be achieved by taking into
account electron phonon scattering and trapping of electrons
in density fluctuations as well as by going beyond the free
electron approximation by considering the structure of the
conduction band.

The extension of our streamer calculations by investi-
gating the propagation of positive and negative streamers in
a point to plane geometry and by taking into account non-
locality of the electron mean energy will be covered in
future work. These calculations can be further generalized
by considering the formation of gaseous filaments due to
heating of the liquid, which is important on the nanosecond
time scale.
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CrossMark
Abstract
Using a multi-term solution of the Boltzmann equation and Monte Carlo simulation technique
we study behaviour of the third-order transport coefficients for electrons in model gases,
including the ionisation model of Lucas and Saelee and modified Ness—Robson model of
electron attachment, and in real gases, including N, and CF,. We observe negative values in
the E/ny-profiles of the longitudinal and transverse third-order transport coefficients for
electrons in CF4 (where E is the electric field and ny is the gas number density). While
negative values of the longitudinal third-order transport coefficients are caused by the presence
of rapidly increasing cross sections for vibrational excitations of CFy, the transverse
third-order transport coefficient becomes negative over the E/ng-values after the occurrence of
negative differential conductivity. The discrepancy between the two-term approximation and
the full multi-term solution of the Boltzmann equation is investigated for electrons in N, and
CF,. While the accuracy of the two-term approximation is sufficient to investigate the
behaviour of the third-order transport coefficients in Ny, it produces large errors and is not
even qualitatively correct for electrons in CF4. The influence of implicit and explicit effects of
electron attachment and ionisation on the third-order transport tensor is investigated. In
particular, we discuss the effects of attachment heating and attachment cooling on the
third-order transport coefficients for electrons in the modified Ness—Robson model, while the
effects of ionisation are studied for electrons in the ionisation model of Lucas and Saelee, N,
and CF;. The concurrence between the third-order transport coefficients and the components
of the diffusion tensor, and the contribution of the longitudinal component of the third-order
transport tensor to the spatial profile of the swarm are also investigated. For electrons in CF,4
and CHy, we found that the contribution of the component of the third-order transport tensor to
the spatial profile of the swarm between approximately 50 Td and 700 Td, is almost identical
to the corresponding contribution for electrons in Nj. This suggests that the recent
measurements of third-order transport coefficients for electrons in N, may be extended and
generalized to other gases, such as CF4 and CHy.
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1. Introduction

Non-equilibrium plasmas have a wide range of important
applications including micro and nano-electronic device fab-
rication [1-4], surface etching [5, 6], sputtering [7, 8], chem-
ical processing [9, 10], and plasma medicine [11-13]. The
modelling of non-equilibrium plasma is important for further
development and optimization of these applications [14—-17].
However, this can be quite challenging due to a wide vari-
ety of effects that determine the nature of non-equilibrium
plasma. These effects include collisions of electrons and ions
with neutral particles of the background fluid [18-20], kinet-
ics of excited species [21-23], generation of fast neutrals [24],
space charge effects [25, 26], and plasma-surface interaction
[27, 28]. Despite their simplicity, charged-particle swarms
are at the heart of non-equilibrium plasma modelling [2, 18,
29, 30]. Specifically, transport coefficients that describe the
dynamics of a swarm of charged particles are used as input
data into the fluid models of non-equilibrium plasma [31-38].
In addition, transport coefficients are required in the swarm
procedure for determining the complete and consistent sets of
cross-sections for collisions of charged particles with atoms
and molecules of the background fluid [39-42]. These sets
of cross-sections are employed as input data into the parti-
cle models of non-equilibrium plasma [43-49]. Due to the
sensitivity of plasma models to transport coefficients and
cross-section sets in the case of fluid and particle models,
respectively, a great amount of attention has been dedicated
to the calculation and measurement of transport coefficients
of electrons and ions in numerous atomic and molecular
gases. However, this attention has been limited to the lower-
order transport coefficients such as rate coefficients for non-
conservative processes, drift velocity, and diffusion tensor
components [18, 19, 50].

Transport coefficients of third and higher order have been
implemented to analyse ion swarm experiments [51-55].
However, they have been almost systematically ignored in the
traditional analysis of electron swarm experiments, as they
are difficult to measure and difficult to study by employing
theoretical methods [56—58]. However, Kawaguchi and co-
workers have recently measured third-order transport coeffi-
cients for electrons in molecular nitrogen by employing the
arrival time spectra experiment [59]. In addition, they have
shown that it is necessary to consider the longitudinal com-
ponent of the third-order transport tensor Q; in order to cor-
rectly determine the longitudinal component of the diffusion
tensor Dy, from the arrival time spectra data. The difference
between the values of Dy, which are estimated after neglect-
ing Q;, and the corresponding values, which are determined
from the expression that includes Qy , is greater than the sum

of their experimental errors at high electric fields. Moreover, it
is known that the third-order transport coefficients are required
for the conversion of hydrodynamic flux transport coefficients
into transport parameters that are determined from the steady
state Townsend experiment [60]. Third-order transport coeffi-
cients are more sensitive to energy dependence of the cross
sections for the scattering of charged particles on the con-
stituents of the background medium than drift velocity and
diffusion tensor [56, 61, 62]. For this reason, third-order trans-
port coefficients would be very useful in the swarm procedure
for determining the complete sets of cross sections, if these
transport coefficients were calculated and measured with a suf-
ficient precision. Kawaguchi er al [59] have shown that the
third-order transport coefficients are sensitive to the anisotropy
of electron scattering. Thus, inclusion of the third-order trans-
port coefficients would help in testing the implementation
of anisotropic scattering in transport calculations, if the val-
ues of these transport coefficients were known from experi-
ments [63]. This is important as the correct implementation
of anisotropic scattering is required for determining the values
of the rate coefficient for electron impact ionisation at high
electric fields, with high precision [63, 64].

The structure of the third-order transport tensor in the
electric field only configuration was determined by Wheal-
ton and Mason [65], Vrhovac et al [56] and Koutselos [52].
Simonovi¢ and co-workers have determined the structure of
this tensor in all configurations of electric and magnetic field,
and they have investigated the physical interpretation of the
individual components of this tensor [58]. Koutselos stud-
ied the third-order transport coefficients for ions in atomic
gases, by employing molecular dynamics simulations and a
three-temperature method for solving the Boltzmann equation
[52, 66—68]. Third-order transport coefficients for electrons
in noble gases were investigated by Penetrante and Bard-
sley [61], Vrhovac et al [56] and Simonovi¢ et al [69].
Penetrante and Bardsley used the two-term approximation for
solving the Boltzmann equation and Monte Carlo (MC) sim-
ulations, Vrhovac et al employed the momentum transfer the-
ory and generalized Einstein relations, while Simonovic et al
used a multi-term theory for solving the Boltzmann equation.
Stokes and co-workers investigated the effects of localized and
delocalized electron states on the third-order transport coeffi-
cients [70]. Recently, Kawaguchi et al [71] have shown that
the third-order transport coefficients can be measured in the
arrival time spectra experiment by employing MC simulations,
and they have determined the values of these transport coeffi-
cients for electrons in CH, and SF¢ by using the same method.
They have subsequently measured the longitudinal compo-
nent of the third-order transport tensor for electrons in N by
employing the arrival time spectra experiment. Kawaguchi



Plasma Sources Sci. Technol. 31 (2022) 015003

| Simonovic et al

et al have further verified these results by using MC simula-
tions [59, 63].

Although the lower-order transport coefficients have been
carefully investigated in the literature, the third-order transport
coefficients are still largely unexplored. For this reason, a num-
ber of questions concerning the properties of these transport
coefficients and their dependence on elementary scattering
processes are still open. How sensitive are these transport coef-
ficients to effects of non-conservative collisions such as ioni-
sation and electron attachment? Are the differences between
the flux and bulk values of the third order transport coeffi-
cients higher or lower than the corresponding differences in
the lower order transport coefficients? Is there any concur-
rence between these transport coefficients and those of lower-
order? If such concurrence exists, how can it be accounted
for? Can third-order transport coefficients be negative, and
what would the negative values of these transport coefficients
mean physically? Some of these issues will be addressed in
this work. Implicit and explicit effects of electron attachment
and ionisation on the third-order transport tensor are investi-
gated, for electrons in Ness—Robson model and Lucas—Saelee
model, respectively, by employing MC simulations and a
multi-term method for solving the Boltzmann equation. In
addition, explicit effects of ionisation on this transport tensor
for electrons in N; and CFj are studied. Negative values of the
third-order transport coefficients for electrons in CF, are also
investigated. The concurrence between these transport coeffi-
cients and diffusion is analysed for electrons in N, and CFj.
The values of the longitudinal component of the third-order
transport tensor for electrons in Ny, that are determined in this
work, are compared with results of Kawaguchi et al. The con-
tribution of the third-order transport coefficients to the spatial
profile of the swarm is determined for electrons in N, CF, and
CH, over a wide range of the reduced electric field. The third-
order transport coefficients are defined in section 2. The meth-
ods for calculating these transport coefficients by employing a
multi-term solution of the Boltzmann equation and MC simu-
lations are discussed in sections 3.1 and 3.2, respectively. The
cross sections for model and real gases, that are used as input
data in this work, are discussed in section 4.1. The variation of
the flux third-order transport tensor with the reduced electric
field for electrons in N, and CF, is analysed in section 4.2.
The impact of electron attachment on the third-order trans-
port coefficients for electrons in the modified Ness—Robson
model is studied in section 4.3.1, while the influence of elec-
tron impact ionisation on these transport coefficients for elec-
trons in Lucas—Saelee model, N, and CF; is investigated in
section 4.3.2. The longitudinal component of the third-order
transport tensor, that is determined in this study, is compared
with the measurements and calculations of Kawaguchi and co-
workers in section 4.4. Concurrence between the third-order
transport coefficients and individual components of the dif-
fusion tensor for electrons in N, and CF, is analysed in this
section as well. In the same section the contribution of the
third-order transport coefficients to the spatial profile of the
swarm is determined for electrons in N,, CF4 and CHy. The
concluding remarks are given in section 5.

2. Theory

Transport coefficients are defined for a swarm of charged par-
ticles in hydrodynamic conditions. A swarm is an ensemble
of charged particles that moves in a neutral background fluid
under the influence of an external electric and/or magnetic
field. The density of charged particles is considered to be small,
so that their mutual interactions, as well as the effects induced
by the space-charge, are neglected. The swarm gains energy
from the external electric field and it dissipates this energy
input into collisions with the particles of the background fluid.
However, the probability of having collisions with molecules
perturbed/excited by the swarm itself is negligible due to a low
swarm particle density.

If the external fields are uniform in space, the swarm relaxes
to a stationary state in which the amount of energy that is
gained per unit time, is equal to the amount of energy that is
dissipated in collisions during this time. The influence of the
swarm on the background fluid and fields is neglected, due to
the low density of charged particles, and it is considered that
this fluid is in a state of thermodynamic equilibrium. Hydrody-
namic conditions are fulfiled for a swarm of charged particles
if the background fluid and the electric/magnetic fields are spa-
tially homogeneous, and if the swarm is far from the bound-
aries of the system and far from sources and sinks of charged
particles. Under these conditions the phase space distribution
function can be expanded into a density gradient series as [72]:

o0

fren=>Y 190 0 (V) 0, ()

k=0

where r, ¢ and ¢ are radius vector, velocity vector and time,
respectively, f(k)(c) are tensors of rank k, ® is tensor contrac-
tion of order k, while n(r, f) is number density of charged par-
ticles. Under hydrodynamic conditions the flux of velocity of
charged particles can be written as [56]:

L, t) = WO, 1) — DO . Vn(r, 1)

+ QP& (Ve Vinr,+ -, 2)

where W, DO and Q® are flux drift velocity, flux diffusion
tensor and flux third-order transport tensor, respectively, and ®
is the tensor product. The equation (2) is truncated at the third
term, as this is sufficient for defining the flux third-order trans-
port tensor. Explicit expressions for the flux transport coef-
ficients in terms of the phase space distribution function are
given in reference [58].

Bulk transport coefficients appear in the generalized diffu-
sion equation [56], which has been truncated at the third-order
gradients for our needs:

@ WO . Vn(r, ) — DY (V & Vin(r, 1)

+ QP (Ve V&V, =Rar,1), (3)

where W®, D®_ Q® and R; are bulk drift velocity, bulk dif-
fusion tensor, bulk third-order transport tensor and effective
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rate coefficient for non-conservative processes, respectively,
while : and : represent tensor contractions of second and
third-order, respectively. Bulk transport coefficients can be
expressed in terms of flux transport coefficients as [58]:

WO — WO L §O PO — HO L g2 QP — QO 4 83

4)
where S® is the coefficient in the hydrodynamic expansion
of the source term, that is contracted with kth derivative of
the density gradient. For a swarm of electrons in the presence
of electron impact ionisation and/or electron attachment, the
source term is defined as:

S(r, 1) = / noc (0i(€) — oa(€)) f(r, ¢, nde, &)

where ny, €, oij(e) and o,(¢) are number density of the back-
ground molecules, electron energy, and cross sections for
ionisation and electron attachment, respectively.

Implicit effects of non-conservative collisions arise due to
population and depopulation of different parts of the distribu-
tion function in velocity space, that are caused by the energy
dependence of collision frequencies of non-conservative pro-
cesses. These effects refer to the influence of non-conservative
collisions on tensors f*(¢) in equation (1). Explicit effects of
non-conservative processes arise due to the spatial dependence
of collision frequencies for these processes. This spatial depen-
dence is caused by the energy dependence of the collision
frequencies for non-conservative collisions and spatial vari-
ation of energy of charged particles. Explicit effects of non-
conservative collisions are represented by tensors S® from the
equation (4) and they determine the difference between flux
and bulk transport coefficients.

The influence of implicit and explicit effects of non-
conservative collisions on low order transport coefficients has
been thoroughly studied in previous publications [73, 75].
Implicit effects of ionisation on the third-order transport coef-
ficients refer to the influence of ionisation cooling on the asym-
metric component of the diffusive flux, which is represented by
the flux third-order transport tensor. Due to explicit effects of
ionisation more electrons are created at the front of the swarm
than at the back of the swarm, which in turn elongate the spa-
tial distribution of electrons along both longitudinal and trans-
verse directions at the leading edge of the swarm. Similarly,
the implicit effects of electron attachment relate to the influ-
ence of depopulation of low-energy part of the distribution
function, in case of attachment heating, and depopulation of
high-energy part of the distribution function, in case of attach-
ment cooling, on the asymmetric component of the diffusive
flux. Explicit effects of electron attachment on the third-order
transport coefficients refer to the influence of the spatial varia-
tion of electron losses to the compression of the spatial distri-
bution of the swarm in those regions of space where electron
attachment is more frequent.

The studied system is a swarm of electrons which move in a
homogeneous background gas under the influence of a homo-
geneous and constant electric field that is oriented along the
z axis. In this field configuration the flux third-order trans-
port tensor has three independent components Q,.., Q... and
Q... In this field configuration, the following relations are

imposed on the off-diagonal components of the flux third-order
transport tensor: Q.. = Q... = Q,,. = OQ,, and 0., = O,
[52, 56, 58, 65]. The structure of the third-order transport ten-
sor and physical interpretation of its individual components
are extensively discussed in our recent work [58]. In particu-
lar, contribution of the third-order transport coefficients to the
spatial profile of the swarm is represented by the following
approximate expression [58]:

t g)) 2
1‘*‘7)(1 (Xz _3)

Z

nY(r, 1) = n (r, 1)

310

2
o:0;

_|_

X: (G + x5 — 2)] , (6)

where n®(r,7) is the solution of the diffusion equation
in which third and higher order transport coefficients

are neglected, Oy, = Q... Or = %(Qxxz + Oxox + Qz), 07 =

\/ZDﬂ”t and o, = 0, = 4/ 2D$3 )t, while ¥, X, X, are defined
as:

N ()
W= = A =t
o, Ox oy

The equation (6) can be derived from the Fourier transform
of the generalized diffusion equation in which third-order
transport coefficients are included [58]. It can be seen from
equation (6) that contribution of the longitudinal component
of the third-order transport tensor to the spatial profile of the
swarm is proportional to Qib) / (Dﬂ’))y 2, In statistics the asym-
metry of the probability distribution of a random variable about
its expected value is represented by skewness [74]. There are
several ways to express skewness in statistics including the
third central moment and the third standardized moment of a
random variable [74]. It can be shown that the bulk third-order
transport tensor is proportional to the third central moment of
the position vector, while Q{” /(D{)*/2 is proportional to the
longitudinal component of the third standardized moment of
the position vector. Likewise, the Q(Tb) / (D@(D@)V 2) term is
proportional to the off-diagonal component of the same stan-
dardized moment with the combination of indices 7,,., where
T ape TEPrEsents any permutation of a, b and c.

The flux third-order transport tensor is defined by the flux
gradient relation. The last two indices of this tensor are con-
tracted with partial derivatives of the charged-particle num-
ber density with respect to spatial coordinates. The third-order
bulk transport tensor is however defined by the generalised dif-
fusion equation, in which the three indices of this tensor are
contracted with partial derivatives. For this reason, all three
indices of the bulk third-order transport tensor commute, as
this transport property is symmetrized in the equation in which
it is defined. The same reasoning applies to the bulk diffu-
sion tensor and higher order bulk transport tensors. Using these
arguments, in the case of bulk third-order transport coefficients
and when the swarm of charged-particles is acted on solely by
an electric field, we can identify only two independent bulk
components Q(Lb) and Q(Tb). In a more general configuration of
electric and magnetic fields, we can identify those components
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of the bulk third-order transport tensor that are symmetrized
along all three indices. These are third-order transport coeffi-
cients that can be distinguished in our MC simulations, as we
calculate transport coefficients using expressions derived from
the generalized diffusion equation [58].

3. Methodology

3.1. Multi-term solution of the Boltzmann equation

The Boltzmann equation describes the evolution of the phase
space distribution function f(r, ¢, #). For a swarm of electrons
the Boltzmann equation can be written as:
Of(r,c,t Of(r,c,t of(r,c,t
fren o Ofwen  gp 0ftren

ot or o

—J(f, fo),

)
where g and m are electron charge and electron mass respec-
tively, E is electric field and J is collision operator. This oper-
ator represents change of the electron distribution function per
unit time, due to collisions with particles of the background
medium. These particles are described by the distribution
function fj.

In the multi-term method for solving Boltzmann’s equation
the phase space distribution function is expanded in terms of
spherical harmonics and Sonine polynomials in angular and
radial parts of the velocity space, respectively. Thus, under
hydrodynamic conditions f(r,c,#) is expanded as follows
[75-79]:

00 K A 00 1
flr e, f) = w(a, C)ZZ Z Z Z F(vim|sAp; o)

§=0 A=0 p=—-Av,I=0m=-1
X Ry(or, ) YI(@) G Vn(r, 1), 9)
where F(vIm|s\u; o) are moments of the distribution function,
¢ is unit vector in velocity space, Y1I(¢) are spherical harmon-

ics, G/(j“) is the spherical form of the gradient tensor operator,
while «, w(a, ¢) and R, /(«, c) are given by:

B m

ol = (10)
2\ 3/2

w(a, ¢) = (;) e 2, (11)

Ry(ac) = ,@%) S, (02 [2), (12)

where k is the Boltzmann constant, 7T}, is the basis tempera-
ture, which is a parameter for optimizing convergence, st
is Sonine polynomial, while N,; is given by:

I+1/2

) 2732

N = (v +1+3/2) (13)

where I'(v 4 [ + 3/2) is gamma function.

The Boltzmann equation is decomposed into a hierarchy
of kinetic equations by applying the relations of orthogonal-
ity for spherical harmonics and Sonnine polynomials [76].
The moments of the distribution function F(vim|sAu; «) can

be obtained by solving this system of kinetic equations [75,
80]. The resulting hierarchy of kinetic equations is truncated
at finite values of [ = [,.x and v = v.c. Unlike the two-term
approximation, in which small anisotropy in velocity space
is assumed and [, is set to 1, in the multi-term method
Imax 18 increased until full convergence of transport coeffi-
cients is obtained, after which the obtained hierarchy is solved
numerically.
Spherical form of the velocity vector is defined as [76]:

el = 1/4%CY,£}J(6).

Cartesian components of a vector can be expressed via spher-
ical form as:

(14)

i\[ ( (1 c!{), (15)
\lf (7). (16)
¢, = —icll. (17)

Spherical form of the flux of velocity of electrons can be
written as [80]:

b 1) = ZZZ

S_O A=0 p=—\

(O1m|sAp) GSVn(r,n). (18)

Explicit expressions for the individual components of the flux
third-order transport tensor can be determined from the Carte-
sian components of the flux of velocity from equation (18) after
identifying terms that are contracted with the corresponding
partial derivatives [58].

Expressions for three independent components of the flux
third-order transport tensor in the electric field only configura-
tion defined to be in the z direction, are given by:

o — \f% [Im(F(011]221; &) — Im(F(01 — 1221; )],
(0%
(19)
0N = — ! LIm(F(Olo\zoo; a))
XX a \/§
1
+ % Im(F(010|220; a))}
+ élm [F(010]222; )] , (20)
o0 = ! [\/§Im(F(010|220; )
227 o 3
1
v Im(F(010|200; oz))] , (21)

where Im denotes imaginary parts of the moments of the phase
space distribution function.
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3.2. Monte Carlo simulations

In MC simulations, we track the space and time evolution of
a swarm of electrons. The extensive use of random numbers
is required in order to determine the exact moment and the
type of the individual collisions of electrons with the back-
ground molecules, as well as the direction of the post colli-
sional electron velocity. The transport coefficients are com-
puted from the corresponding polynomials of the electron
coordinates and velocity components, which are averaged over
the entire swarm. The details of our MC code are discussed
in our previous publications [75, 81-83]. Bulk third-order
transport coefficients are calculated as:

(22)

while the flux third-order transport coefficients are determined
from:

(23)

where r* =r — (r), and the brackets () represent ensemble
averages. Expressions for transport coefficients, that are used
in our MC method, are derived from the generalized diffu-
sion equation, in which all tensor indices are contracted with
partial derivatives. Thus, in the generalized diffusion equation
symmetrization of the third-order transport tensor with respect
to all indices is performed. For this reason, we cannot deter-
mine individual off-diagonal components of the third-order
transport tensor or individual off-diagonal components of
the diffusion tensor in our MC simulations [75]. Instead,
we can determine individual diagonal components such as
O = Q... and averages of those off-diagonal components
that have the same combination of indices like O = (Q,,. +
O..r + O.y,)/3. It should be noted that Q.. and Q.. are equal
due to the commutativity of the last two indices of the third-
order transport tensor [52, 56, 58, 65]. Explicit expressions for
Qﬂ’) and Q%’) in the electric field only configuration are given
by:

D=1 2 (@ -3 20, e
D=1 () - ), es)

while the corresponding flux components Q(Lf) and Q(Tf) are
given in [58].

It is important to note that numerical differentiation in time
is not used for the calculation of Qib) and Q(Tb), because of
the statistical fluctuations of the corresponding expressions in
brackets. Direct numerical differentiation of these expressions
would create fluctuations that are much more intense than the
fluctuations of the initial expressions. Instead, the expression
in brackets is fitted to a linear function. The corresponding
time derivative is determined as the slope of this linear func-
tion. This is justified because Q\” and QY are independent
of time after relaxation of the swarm, and the corresponding
expressions in brackets in equation (24) and (25) are linear
functions in time. This method for calculating Q{” and Q{

has been further verified by comparing values of the bulk third-
order transport coefficients, that are obtained by this method,
with the corresponding values that are determined by employ-
ing numerical differentiation in time. An additional check was
obtained by comparing O and O’ with O{” and O, respec-
tively, under conditions where non-conservative processes are
absent.

4. Results and discussion

4.1. Preliminaries

In this paper, we consider the transport of electrons in the
Lucas—Saelee model, modified Ness—Robson model, N, and
CF,. The Ness—Robson model was developed for testing the
multi-term method for solving the Boltzmann equation in the
presence of electron attachment [80]. Nolan and co-workers
presented a new gas model that is based on the Ness—Robson
model and the Lucas—Saelee model [73]. In this model the col-
lision frequency of elastic collisions is independent of energy
while the cross section for inelastic collisions is the same as
in the Lucas—Saeele model. In modifying the Ness—Robson
model, which is introduced by Nolan et al [73], both inelas-
tic collisions and ionisation are present. The ratio of the cross
section for inelastic collisions to the cross section for ionisa-
tion is determined by the F parameter, as in the Lucas—Saelee
model. Two different versions of the modified Ness—Robson
model [73] with different functional dependences of the cross
section for electron attachment are considered in this work. In
both considered versions of the modified Ness—Robson model
the parameter F is set to zero, implying the absence of ionisa-
tion. The details of the modified Ness—Robson model, in the
absence of ionisation, are given by the following equations:

oa(e) = 4 /2 A2 (elastic collision )

0.1(e — 15.6) A%, €>15.6 eV
Tex(€) = (inelastic collision)
0, €< 15.6eV
o.(€) = ae’ (electron attachment )

m/my = 1073,

To=0K, (26)
where o (€), oex(€), 0a(€) are cross sections for elastic col-
lisions, inelastic collisions and electron attachment, respec-
tively, given as functions of electron energy €, T is the tem-
perature of the background gas, while m and m are masses of
electrons and of the molecules of the background gas, respec-
tively. In the above equations, the values of the electron energy
are given in eV. Parameters a and p determine the magnitude
and the functional dependence of the cross section for electron
attachment, respectively. The values of p that are considered
in this work include —1.0 and 0.5. These values correspond
to attachment heating and attachment cooling, respectively.
The percentage differences between the third-order transport
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coefficients determined for each of these two models and the
corresponding values in the model where p = —0.5 are con-
sidered in this work. In the third model the collision frequency
for electron attachment is independent of energy. The values of
parameter a, that are used in this work, include 8 x 1073 A2
and 5 x 10~* A%, The first value is used for the attachment
heating model, while the second value is used for the attach-
ment cooling model. In the model with constant collision fre-
quency for electron attachment, this non-conservative process
is equally frequent at all values of the electron energy, and it
does not affect transport coefficients of any order (excluding
the rate coefficient for electron attachment). In this model the
values of the third-order transport tensor are the same as in the
conservative Lucas—Saelee model, where F = 0.

The Lucas—Saelee ionisation model was introduced in
order to investigate the influence of electron-impact ionisa-
tion on the electron transport by using MC simulations [84].
Ness and Robson investigated the electron transport in this
model, in order to test the validity of the theory and associ-
ated computer code for solving the Boltzmann equation, in the
presence of non-conservative processes [80]. The details of the
Lucas—Saelee model are given by the following equations:

oe(€) = 412 A2 (elastic collision)

0.1(1 — F)(e — 15.6) A%, ¢>15.6eV
Tex(€) = (inelastic collision)
0, €< 15.6 eV
0.1F(e — 15.6) A2,  €>15.6eV
oi(e) = (ionisation)
0, €< 156 eV

P(q,€) = 1,m/my = 1073,

To = 0K, (27)
where oy(€) is the cross section for ionisation, P(g, €) is the
ionisation partition function, and F is the parameter that deter-
mines the magnitudes of cross sections for inelastic collisions
and ionisation. As the scattering is isotropic in this model
oe(€), ogex(€), and oy(e) represent total cross sections. Argu-
ments of the ionisation partition function P(q,€'), ¢ and ¢,
are the ratio of total postcollisional energy, that is given to
the ejected electron, and the energy of the initial electron
before ionisation, respectively. In this model, ionisation parti-
tion function is set to unity, indicating that all values 0 < g < 1
are equally probable.

The set of cross sections for electron scattering in N,
which is used in this work, is detailed in [64]. It includes
elastic momentum transfer cross section, as well as the total
cross section for rotational excitations, and cross sections
for vibrational excitations, electronic excitations and electron-
impact ionisation. The set of cross sections for electron scat-
tering in CF4, which is employed in this work, was developed

and discussed by Kurihara and co-workers [85]. It includes
elastic momentum transfer cross section, cross sections for
vibrational excitations, electronic excitations, electron attach-
ment, and ionisation. For some aspects of this work, it was nec-
essary to consider the electron transport in CHy. These results
are obtained by using the cross sections developed by Sasié
et al [86].

The results for the model and the real gases were obtained
from the MC simulations and numerical multi-term solution
of the Boltzmann equation. In particular, it was necessary to
follow a large number of electrons (at least 107) in our MC
simulations in order to calculate third-order transport coeffi-
cients accurately, due to high statistical fluctuations of indi-
vidual terms appearing in expressions (24) and (25). It was
also necessary to determine the phase space distribution func-
tion with a high degree of precision in order to calculate the
third-order transport coefficients from the multi-term method.
While the number of spherical harmonics indicates the degree
of anisotropy of the phase space distribution function in veloc-
ity space, the number of Sonine polynomials is indicative of
the deviation of the energy dependence of the distribution
function from a Maxwellian at a particular temperature T, not
necessarily equal to the gas temperature 7. Third-order trans-
port coefficients are more sensitive to the shape of the phase
space distribution function than transport coefficients of lower
order. For this reason it was necessary to include a large num-
ber of spherical harmonics and Sonine polynomials to achieve
the convergence of the third-order transport coefficients, in the
presence of strong inelastic and/or non-conservative collisions.
For example, the required numbers of [,,x and v,z were 8
and 90, respectively, for electrons in CF4. This was especially
pronounced in the energy region where the cross sections for
vibrational excitations are rapidly rising functions of electron
energy, while the cross section for elastic collisions is being
reduced with increasing electron energy. The solutions of the
Boltzmann equation are not determined for E/ny > 300 Td, as
the convergence of the transport coefficients was poor in this
field region. For this reason, we have only displayed the MC
results in the field range above 300 Td.

4.2. Variation of the flux third-order transport coefficients
with E /ng for electrons in N, and CF4

In figures 1(a) and (b) we show the mean energy for an elec-
tron swarm in Nj, and CFy, respectively, as a function of the
reduced electric field, E/ny. At the lowest fields the mean
energy is thermal in both gases, while it is rising with increas-
ing E/ng at higher fields. The slope of the mean energy is
determined by collisions of electrons with atoms/molecules
of the background gas [85]. The profiles of the mean energy
are useful for analysing the field dependence of the third-order
transport coefficients. From these profiles one can determine
which collisional processes dominate electron transport in a
given field range.

In this section, we study the behaviour of the components
of the flux third-order transport tensor for electrons in N, and
CF, in the presence of an electric field. It has been previously
shown that the rise of E/ng under constant collision frequency
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Figure 1. Mean energy of electron swarm in (a) N, and (b) CFy4, as a

E/n, (Td)

function of the reduced electric field. These results are obtained by

using multi term theory for solving the Boltzmann equation up to about 300 Td and by employing MC simulations at higher fields.
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Figure 2. Independent components of the flux third-order transport
tensor and n(Z)Q(Tf) as functions of E/ny for electrons in N;. The
results are obtained from numerical multi-term solutions of the
Boltzmann equation.

conditions leads to an increase of the components of the third-
order transport coefficient tensor [58]. It has also been shown
that the increase of the collision frequency with increasing
energy may lead to a decrease of the components of this tensor,
as well as to negative values of these components, if the rise of
the collision frequency is steep enough [58, 69]. For this rea-
son, the E/ng-profile of the third-order transport coefficients
is determined by the complex interplay between the electric
field, which accelerates electrons and acts to direct their move-
ment along the field lines, and collisions between electrons
and atoms/molecules of the background gas, which dissipate
electron energy and momentum. Although it is possible to
analyse E/ny profiles of the third-order transport coefficients
directly from the mean energy of electrons and collision fre-
quencies for individual collisional processes, such analysis is
often quite complicated and tedious. Therefore, in this section
we briefly discuss the general E/ny-profiles of the third-order
transport coefficients for electrons in N, and CF4, while a more
detailed analysis is reserved only for the unusual and unex-
pected aspects of the behaviour of these transport properties.
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Figure 3. Independent components of the third-order transport
tensor and ngQ(Tf) as functions of E/ny for electrons in CF,. The
results are obtained from numerical multi-term solutions of the
Boltzmann equation.

A more detailed study of the behaviour of Qg?z and Q(Tﬂ for
electrons in N and CF; is presented in section 4.4.

In figure 2 we show the independent components of the
third-order flux transport tensor for electrons in N, as functions
of E/ny. In addition, we also show the variation of 13 Q(TD with
E/ng. The Qg?x component is negative, while the remaining
quantities are positive over the entire E/n( range considered.
Negative values of Q. can be attributed to the rise of the colli-
sion frequency for elastic and inelastic collisions with increas-
ing electron energy. This phenomenon has been observed for
electrons in both model and real gases [58, 62, 69]. It can be
seen from figure 2 that the absolute values of quantities have a
similar qualitative dependence on E /ny. Specifically, the abso-
lute values of these transport coefficients have two local max-
imums at about 1.3 Td and 150 Td, and a local minimum
at around 46 Td.

In figure 3 we show the three independent components of
the flux third-order transport tensor for electrons in CF4 as
functions of E/ny. In the same figure we show the variation

of n3QY with E/no. At the lowest fields, all quantities are
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Figure 4. Transverse flux third-order transport coefficients n%Q(Tf)
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and the flux drift velocity Ww® as functions of E /ny for electrons in (a)

CF,4 and (b) CHy. The results are obtained by employing the multi-term theory for solving the Boltzmann equation up to about 300 Td for
electrons in CFy, and up to 600 Td for electrons in CHy, and by using MC simulations at higher fields.

positive, and increasing functions E/ng up to about 0.14 Td
in the case of Qg?z, and up to about 0.18 Td in the case of
the remaining quantities. At higher fields these quantities are
being reduced and they become negative. The O, compo-
nent becomes negative at about 2 Td. The remaining transport
coefficients become negative at about 0.9 Td, and they reach
a local minimum at around 1.6 Td. These quantities become
positive again at about 7.5 Td. The Q\f). and Q%) components
remain positive until the end of the considered range of E/n,
while the QY. component remains negative. The Q%) compo-
nent has two local maximums at about 20 Td and 170 Td and
a local minimum at around 27 Td. The Q). component and
Q(Tf) have a local maximum at about 31 Td and 25 Td, and a
local minimum at around 120 Td and 100 Td, respectively. The
0. component has a local minimum at about 33 Td. At the
lowest E/ny, all quantities that are displayed in figure 3 are
rising functions of E/ny. This can be attributed to a negligi-
ble rise of the mean energy with increasing field in this E/ny
region, which leads to a small change of the mean collision
frequency for elastic and inelastic collisions. At higher fields,
the rise of the mean energy and mean collision frequency for
vibrational excitations with increasing E/ny, become more sig-
nificant, which in turn induces a decrease of the third-order
transport coefficients.

We now focus on the negative values of the third-order
transport coefficients for electrons in CF,4. As discussed else-
where [58, 70], the bulk third-order transport tensor represents
asymmetric deviation of the spatial distribution of the swarm
from an ideal Gaussian. This deviation is caused by different
rates of spread of electrons at the swarm front and at the back
of the swarm. Due to this difference, different parts of the nor-
malized spatial distribution of electrons may seem elongated or
compressed when compared to an ideal Gaussian. Specifically,

) component describes elongation/contraction of the spa-
tial distribution of electrons at the leading edge of the swarm,
and the opposite deformation at its trailing edge. A negative
value of the Q) componentimplies that the normalized spatial
distribution of electrons is compressed (when compared to an
ideal Gaussian) along the longitudinal direction at the front of
the swarm and expanded along the same direction at the back
of the swarm. Similarly, a negative value of Q(Tb ) implies that
the normalized spatial distribution of electrons is compressed

(relative to an ideal Gaussian) along the transverse direction at

the swarm front and expanded along the same direction at the
back of the swarm. It is important to emphasize that the spa-
tial distribution of electrons is not being actually compressed
in time. Instead, in some regions of space the effective rate
of spread of electrons, that is represented by both third-order
transport coefficients and diffusion, is smaller than the corre-
sponding rate of spread that would be represented by diffusion
alone. In these regions of space, the normalized spatial distri-
bution of electrons seems compressed when compared to an
ideal Gaussian. For E/ng less than approximately 10 Td, the
impact of non-conservative collisions is minimal, and thereby
the bulk values of the third-order transport coefficients are
equal to the corresponding flux values (see figure 13). In the
field region around 0.9 Td, where 0, 0®_and QY become
negative, electrons with energies that are 3 times higher than
the mean energy are in the energy region around 0.2 eV,
where the cross sections for two vibrational excitations of
the CF4 molecule reach their global maximums [85]. These
cross sections are denoted as Q,; and Q5 in table 1 or ref-
erence [85] and their thresholds are 0.108 eV and 0.168 eV,
respectively. Moreover, Q,; becomes greater than the elastic
momentum transfer cross section in the energy range between
approximately 0.12 eV and 0.58 eV. The same holds for Q,; in
the energy range between approximately 0.17 eV and 2.6 eV.
Thus, in the field region around 0.9 Td where Q),, 0¥ and
Q(Tﬂ become negative, the high energy tail of the distribution
function is in the energy range where the electron transport
is dominated by vibrational excitations. As the mean energy
of electrons is increasing in the positive direction (direction
of the force acting upon electrons), the intense energy losses
due to the vibration excitations create a strong resistance to
the spreading of the swarm at its front in the longitudinal and
transverse directions. This resistance leads to the compression
of the spatial distribution of electrons at the front of the swarm
along both longitudinal and transverse directions, while this
spatial distribution is more expanded along both these direc-
tions at the back of the swarm. Such deviation of the spa-
tial profile of electrons from an ideal Gaussian is manifested
through negative values of Q_. and Qr (in both flux and bulk
case).

In figures 4(a) and (b), we show the variation of 7} Q(TD and
W with E/nq for electrons in CF4 and CHy, respectively. It
should be noted that some general aspects of the behaviour of
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third-order transport coefficients for electrons in CH,4 were dis-
cussed in our previous publication [62]. CH4 was introduced
here in order to observe relationship of negative values of the
higher order transport coefficients with the negative differen-
tial conductivity (NDC) for drift velocity. We observe from
figures 4(a) and (b) that the drift velocity of electrons in both
CF, and CH4 exhibits NDC. NDC refers to the decrease in drift
velocity with an increase in the reduced electric field E/ny.
To understand NDC, it is necessary to consider the rates of
momentum and energy transfer in elastic and inelastic col-
lisions [87]. Interestingly, Or has negative values between
approximately 70 Td and 140 Td in CF4. This approximately
corresponds to the field region beyond the end of the NDC
where drift velocity begins to rise rapidly (almost reaching
its maximum value before the NDC). A similar relationship
exists in the E/ng-profile of the electron drift velocity in CHy.
However, in CHy, Q1 becomes negative at the beginning of the
NDC much earlier than in CFj.

The qualitative behaviour of the individual off-diagonal
components of the third-order transport tensor over the range
of E/ny, where NDC occurs, is different for electrons in CF4
and CHy. For electrons in CF, the Q). component is pos-
itive, while the Q;QX component is negative, over the entire
range of E/ny, corresponding to the NDC. For the electrons in
CH4, however, the Q). component becomes negative shortly
after the start of the NDC, while Q') becomes positive at a
slightly larger field. The Q). component becomes positive
again for electrons in CHy, for the value of E/ny where Q(Tf)
becomes positive. Thus, it is difficult to find out more about
the behaviour of individual off-diagonal components of the
third-order transport tensor, from the presence of NDC in the
E /ny-profile of drift velocity in a given field region, due to
the complexity of various factors that determine the behaviour
of the third-order transport coefficients. However, it is evident
that negative values of Q(TD can arise in the vicinity of the field
region where NDC occurs. Negative values of Q(Tﬂ imply the
compression of the spatial profile of the swarm along the trans-
verse direction at the front of the swarm, and the expansion of
this profile along the same direction at the back of the swarm
[58]. This implies that the rapid increase of collision frequency
for elastic collisions, which leads to a greater randomization of
velocity vectors of the individual electrons and the occurrence
of NDC, can also hinder transverse spreading of electrons at
the swarm front, where the mean energy of electrons is higher
than that at the back of the swarm. This is manifested through
negative values of Q(Tf). However, this does not lead to negative
values of Qf), as they occur only when the spatial profile of
the swarm is skewed in the direction opposite to the direction
of drift velocity. This kind of deformation requires a strong
resistance to the motion of electrons in the direction of drift
velocity, which is more easily achieved with inelastic and non-
conservative collisions, when the corresponding cross sections
are large enough. It can be seen that Q(TD is negative in the
majority of region where Q(Lf) is negative for electrons in CFy,
as it is easier to achieve negative values of Q(TD than negative
values of Q(Lf). Thus, one may conclude that the concurrence

between drift velocity and Q(TD can be attributed to the cor-
responding collisions which lead to the occurrence of NDC
and to the compression of the spatial distribution of the swarm
along the transverse direction at the front of the swarm. How-
ever, we observe that for the electrons in CF, negative values of

(Tﬂ occur only in a small field range after the NDC. Therefore,
the presence of NDC at a certain value of E/ny does not neces-
sarily result in a negative value of Q(Tf) for these electric fields,
but again the conditions in the momentum and energy balances
that lead to NDC also favour negative values of O depending
on the balance of different competing processes. The concur-
rence between the transport coefficients of the third-order and
the drift velocity is therefore much less pronounced than the
concurrence between the transport coefficients of the third-
order and diffusion. It would be interesting to investigate the
behaviour of Q(TD and Q(Tb ) in strongly attaching gases under
conditions in which NDC occurs only for bulk drift velocity,
due to electron attachment [88, 89]. This will be considered in
the near future.

It is striking that although similar in the shape of the cross
sections the two gases exhibit very different dependences of
the NDC. For CF4 the NDC minimum is much shallower and
occurs at higher E /ng. The depth of the NDC is normally pro-
moted by the separate control of the mean energy and momen-
tum transfer by cross sections that control the energy exchange
and momentum transfer. Positioning of vibrational excitation
cross sections and overlap of their influences will at the same
time affect the magnitude of the peak in drift velocity induced
by the inelastic processes and also the onset and overall effect
of the NDC.

In figures 5 and 6, we show comparison between the two-
term and converged multi-term solutions of the Boltzmann
equation for electrons in N, and CFy4, respectively. The E/ny
profiles of the independent components of the flux third-
order transport tensor, including n3Q%) , n30, and n3Q") are
shown. In addition, the variation of n2Q with E/ng is also
shown. Comparing two-term and multi-term results for elec-
trons in Ny, it is evident that for the low values of E/ny the
agreement is good while the maximum error in the two-term
approximation occurs at the highest fields. For electrons in
CF,, however, there is a significant difference between the two-
term and multi-term solutions of the Boltzmann equation over
the entire range of E/ng considered in this work, except in the
limit of the lowest E/ny. In contrast to Nj, the two-term and
multi-term results are qualitatively different in CF,, indicating
that sometimes the two-term theory predicts physics that is not
entirely correct. The maximum errors of the two-term approx-
imation occur over the range of E/ny values where njQf.
is negative. This happens at electron energies where elas-
tic momentum transfer is approximately at a minimum while
inelastic collisions which lead to the vibrational excitations
of CF4 molecule became significant and are approximately at
their maximum. This induces a large asymmetry of the distri-
bution function in velocity space which makes the two-term
approximation inadequate for studying the third-order trans-
port coefficients. Thus, it is important to note that neglecting
higher terms in the spherical harmonic expansion of the phase
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Figure 5. Comparison between the flux third-order transport coefficients obtained by the two-term approximation and multi-term theory for
solving the Boltzmann equation. Calculations are performed for electrons in Nj.

space distribution function has a much more pronounced effect
for third order transport coefficients than for lower order trans-
port coefficients. For electrons in CF, the third-order transport
coefficients determined by using the two-term approximation
are not even qualitatively correct.

4.3. The influence of non-conservative processes on the
third-order transport coefficients

4.3.1. The influence of electron attachment on the third-
order transport coefficients for electrons in the modified
Ness—Robson model. The bulk and flux values of the longi-
tudinal and transverse components of the third-order transport
tensor for electrons in the Ness—Robson attachment heating
model, are shown in figures 7(a) and (b), respectively. In this
model the slower electrons at the back of the swarm are pref-
erentially attached. As a consequence, the bulk values of Q;
and Qr exceed the corresponding flux values for lower values
of E/ny, e.g. up to about 3.8 Td for Q; and 5 Td for QOr.

For higher values of E /ng, up to about 8 Td for Q; and 17 Td
for Qr, the flux values are greater than the corresponding bulk
values, although this effect is in the limit of statistical error of
MC simulations in the case of Q1. This can be attributed to
a combination of two factors. The first factor is the decreased
number of low-energy electrons at the back of the swarm, due
to the rise of the mean energy with increasing field. The second
factor is the increased number of low-energy electrons at the
front of the swarm, due to the influence of inelastic collisions,
which are more frequent at the front of the swarm. In the limit
of the highest fields, higher than 8 Td for Q; and 17 Td for QOr.,
the difference between flux and bulk values of the third-order
transport coefficients is negligible for electrons in this model
gas.

1

The bulk and flux values of the longitudinal and transverse
components of the third-order transport tensor for electrons
in the Ness—Robson attachment cooling model, are shown
in figures 8(a) and (b), respectively. In this model the faster
electrons at the front of the swarm, where the mean energy
is higher, are preferentially attached. As a consequence, for
lower values of E/ny bulk values are lower than the corre-
sponding flux values. We observe that this effect is within the
statistical uncertainty of MC simulations for Q1. However, for
higher values of E/ng (from approximately 5 Td) bulk values
are larger than the corresponding flux values in case of Oy,
although this difference is lower than the statistical error of
MC simulations. For E/ng > 10 Td Q" and O are practi-
cally equal. Similar behaviour is observed for Oy, because for
E/ny >7Td Q(Tﬂ and Q(Tb ) coincide. Between 5 Td and 10 Td,
Qib) exceeds Qif) due to the interplay of inelastic collisions and
the increase of the mean electron energy with increasing E/ny,
as in the case of the attachment heating model.

In figure 9 the percentage difference in the longitudinal
component of the third-order transport tensor calculated using
the modified Ness—Robson models with the attachment heat-
ing and with a constant collision frequency for electron attach-
ment, are shown. Panel (a) shows the difference between
the flux values, while the panel (b) displays the difference
between the bulk values. The percentage differences are cal-
culated using the expression: Q*“" /Qonsant _ | The differ-
ence between flux values of Q; in these two models is caused
by the implicit effects of electron attachment, while the dif-
ference between the corresponding bulk values is induced by
a combined effect of implicit and explicit effects of electron
attachment. Comparing panels (a) and (b) in the limit of the
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Figure 7. Comparison of the bulk and flux values of (a) néQL and (b) n%QT for electrons in the modified Ness—Robson attachment heating
model. The results are obtained from numerical multi-term solutions of the Boltzmann equation (MT) and MC simulations.

lowest E/ng, we observe that Q; is much higher in the attach-
ment heating model than in the model with a constant collision
frequency for electron attachment, for both bulk and flux val-
ues. It is also evident that these differences are much more pro-
nounced in the case of bulk third-order transport coefficients.
These differences decrease with increasing E/ny and become
even negative over a limited range of E/ng. As E/ny further
increases, the differences tend to zero. It should be noted that
negative values of these quantities can be attributed to the influ-
ence of inelastic collisions, although these values are within
the statistical uncertainty of MC simulations.

Similarly, figure 10 shows the difference in Q; calculated
using the modified Ness—Robson models with the attach-
ment cooling and with a constant collision frequency for
electron attachment. Results for Q" and Q" are shown in
panels (a) and (b), respectively. In this case, the following

expression is used for calculating the percentage difference:
QFooine j geonstant _ | The values of this expression for the lon-
gitudinal components of both flux and bulk third-order trans-
port tensor are decreasing functions of E/ng up to about 4 Td
where they reach a local minimum, which is equal to around
—20% and about —50% for Qiﬂ and Qib), respectively. For
higher values of E/ng these differences are being increased
and they reach a local maximum at around 10 Td in the case of

" and at about 8 Td in the case of Q. This local maximum
has a positive value, although this value is within the statisti-
cal uncertainty of MC simulations. As E/ny further increases,
these differences converge to zero.

4.3.2. The influence of ionisation on the third-order transport
coefficients for electrons in Lucas—Saelee model, N> and CFj4.
The variation of the flux and bulk Q; with E/nq of electrons
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Ness—Robson model. Calculations are performed by the MC method in the modified Ness—Robson attachment heating model and in the
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Figure 10. Percentage differences between the values of (a) Q(Lf) and (b) Qﬂ’) for electrons in two different versions of the modified
Ness—Robson model. Calculations are performed by the MC method in the modified Ness—Robson attachment cooling model and in the
modified Ness—Robson model with a constant collision frequency for electron attachment.

in the Lucas—Saelee model for three values of the parameter
F is displayed in figure 11(a). Likewise, figure 11(b) shows
the flux and bulk Qp as a function of E/ng. We observe that
bulk values are larger than the corresponding flux values for
F = 0.5and F = 1, due to explicit effects of ionisation on the
third-order transport coefficients. Comparing Q; and Q, we
see that the difference between bulk and flux values in this
model is much higher for Q. This can be attributed to strong

inelastic and non-conservative collisions that provide strong
resistance to the spread of the swarm in the direction of the
drift velocity. This significantly inhibits the elongation of the
spatial distribution of the swarm in the longitudinal direction
under the influence of ionisation.

We observe from figure 11 that the flux values of Q; and
QOr are reduced with increasing parameter F' due to ionisation
cooling of the swarm. This illustrates the implicit effects
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Figure 12. Comparison of the bulk and flux values of (a) n%QL and (b) n(z)QT for electrons in N,. The results are obtained from numerical
multi-term solutions of the Boltzmann equation (MT) and MC simulations.

of ionisation on the third-order transport coefficients. We
also note that bulk values of Q; and Qp are being reduced
with increasing F. This indicates that the influence of the
implicit effects of ionisation on the third-order transport ten-
sor is stronger than the corresponding influence of the explicit
effects.

Figures 12(a) and (b) display the differences between flux
and bulk values of Q; and Qr respectively, for electrons in Nj.
The differences between the flux and bulk values of Q; and Ot
for electrons in CF, are shown in figures 13(a) and (b), respec-
tively. We observe that bulk values of Q; and Ot are larger
than the corresponding flux values in both gasses at high elec-
tric fields, where electrons undergo many ionisation collisions.
Comparing N, and CF, on one side, and the Lucas—Saelee ion-
isation model on the other side, we observe that the impact of
the explicit effects on the longitudinal component of the third-
order transport tensor is much stronger for real gases. This
follows from the fact that the minimal impact of the explicit
effects of ionisation on Oy for electrons in the ionisation model
of Lucas and Saelee can be attributed to the specific energy
dependence of cross sections for inelastic collisions and ion-
isation. Generally speaking, the qualitative behaviour of the
third-order transport coefficients with increasing E/ng is the
same in the case of flux and bulk values. However, for elec-
trons in N, we observe that the bulk values of Q; and QO

reach their last local minimum at the lower E/ng than the cor-
responding flux values. Specifically, Qib) and Q(Tb ) reach their
last local minimum at about 220 Td, while 0" and Q" reach
their last local minimum at around 370 Td. We also observe
from figures 12 and 13 that the results evaluated by multi term
solution to the Boltzmann equation and those obtained in MC

simulations agree very well.

4.4. Concurrence of the third-order transport coefficients
and diffusion, the contribution of Q(Lb) to the spatial profile of
the swarm and the comparison of Q values obtained in
this work with results of previous authors

The concurrence between third-order transport coefficients
and diffusion coefficients for electrons in N, and CF; is illus-
trated by figures 14(a) and (b). Preliminary results in the study
of this concurrence for electrons in CH, and noble gases have
already been discussed [62, 69].

Specifically, for higher values of E/ny we observe that Qg)
is a rising function of E/ny when Diﬂ increases as a con-
vex (or linear) function of E/ng in the log—log scale. One
may also observe that Qf) is reduced when Diﬂ decreases,
or when D{" rises as a concave function of the field in the
log—log scale. This concurrence is absent in the limit of
the lowest E/ng because the third-order transport coefficients
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Figure 14. Concurrence of the third-order transport coefficients and
diffusion coefficients for electrons in (a) N, and (b) CF,. For

E/ny < 300 Td, the results are calculated from numerical
multi-term solutions of the Boltzmann equation, while for

E /ny > 300 Td the results are obtained from MC simulations.

vanish in this range of fields unlike diffusion coefficients which
have non-zero thermal values.

As can be seen in figure 14(a) the concurrence between
0" and D" for electrons in N, is present in the entire field
region above 0.21 Td. For electrons in CF,, we observe that
the concurrence between Qf) and Diﬂ is present in the subset
of the field range above 0.02 Td, where Qg) is positive (see
figure 14(b)). However, this concurrence is absent in the field
range between 1.6 Td and 8.5 Td, as Q(Lf) rises with increasing

E/ny although Df) is being reduced in this field range. It is
important to note that Qg) has negative values over the range
of E/ny in this field region. Further increase of the absolute
value of Qiﬂ, while this component is negative, would imply
a further skewing of the spatial profile of the swarm in the
negative direction (opposite to the drift velocity) along the lon-
gitudinal axis. Although the rise of the collision frequency for
vibrational excitations with increasing E/ny is strong enough
to cause a decrease of Df), itis not strong enough to induce fur-
ther skewing of the spatial profile of the swarm in the negative
direction. It is interesting to note that the concurrence between

iﬂ and Df) is again present at about 8.5 Td, which is slightly
above the field where Q(Lf) becomes positive again (at around
7 Td).

For electrons in N, the qualitative trends of Df) and D(TD
are the same in the field range above 0.21 Td, where the con-
currence between Qiﬂ and Dg) is clearly evident. Thus, it is
difficult to determine if the E/ny profile of Q(TD is more related
to the corresponding profile of D(Lﬂ or D(Tf) in the case of Nj.
For electrons in CF4, E/ny profile of Q(TD is related to the cor-
responding profile of D(Tﬂ in most of the field range where Q(Tf)
is positive. The concurrence between these two transport coef-
ficients in CFy is equivalent to the concurrence between Qf)
and D(Lﬂ, which is already discussed in this paper. This con-
currence is absent in the field region between approximately
100 Td and 170 Td. However, Q(Tf) is negative up to around
140 Td. Thus, the field dependence of Q(TD is not related to the
field dependence of diffusion in the field range where it is neg-
ative, and in the vicinity of the field where it becomes positive,
similarly to Qif).

The physical reasons for the observed concurrence between
the third-order transport coefficients and diffusion coeffi-
cients have been discussed in our previous paper [69] for the
example of atomic gases with considerably simpler sets of
cross sections. The third-order transport coefficients represent
a small asymmetric correction to diffusive motion, that is rep-
resented by the components of the diffusion tensor. As dis-
cussed previously [58], the rise of the reduced electric field
leads to an increase of the directional component of elec-
tron velocity (in the absence of NDC) and to an increase of



Plasma Sources Sci. Technol. 31 (2022) 015003

| Simonovic et al

E/n, (Td)

Figure 15. The values of the ratio \Q(Lb)\ / (D(Lb))3/ 2 for electrons in
N3, CF, and CHy as functions of E/ng. For E /ny < 100 Td, where
the differences between the bulk and flux values are negligible, the
results are obtained from numerical multi-term solutions of the
Boltzmann equation, while for higher values of E/ng the results are
obtained in MC simulations.
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Figure 16. Comparison of the values of ngQﬂ’), that are determined
in this work, with the results of Kawaguchi et al [59]. In this figure
ngD3L represents simulation results from the reference [59] that are
determined from equation (24) by employing MC simulations, while
n3 D5 represents n2 Q" that are determined in reference [59] form
alpha parameters, after neglecting alpha parameters of fourth and
higher order. Experimental results of Kawaguchi et al are
represented by black circles, while results that are obtained from
MC simulations are represented by a combination of symbols and
continuous lines.

the electron energy. These two effects favour the increase of
the third-order transport coefficients if the frequency of elec-
tron collisions with atoms/molecules of the background gas
is not rising with increasing energy. However, if the collision
frequency is rising steeply enough with increasing electron
energy, this leads to a reduction of the third-order transport
coefficients. The same holds for the components of the diffu-
sion tensor, which are also quenched by elastic and inelastic
collisions. Comparing these two sets of transport coefficients,
third-order transport coefficients represent a form of motion

that ‘carries’ a smaller amount of energy and momentum, and
as such they are much more sensitive to collisions with the
background gas, than the components of the diffusion tensor.
This suggests that for a sufficiently high E/ny, the third-order
transport coefficients are reduced with increasing E/ny, if the
diffusion is being reduced, and even if the slope of diffusion
in the log—log scale decreases with increasing E /ny. However,
this concurrence is absent at the lowest fields and under con-
ditions in which third-order transport coefficients are negative,
due to reasons that are already discussed in this manuscript.

In figure 15 we show the values of the ratio |Q\" | /(D{™)*/2
for electrons in N,, CF,; and CHy, as functions of E/ny. Cal-
culations are performed assuming the concentration of back-
ground molecules ny = 3.54 x 10*> m~3. This ratio deter-
mines the contribution of the longitudinal component of the
third-order transport tensor to the spatial profile of the swarm,
as can be seen from equation (6). From this figure, we observe
that the contribution of Qg’ ) to the spatial profile of the swarm
is larger in CH4 than in the remaining two gases for E/ny
lower than 0.1 Td and for E/ng between 21 Td and 46 Td. For
E/ny between 0.13 Td and 17 Td the quantity |Q" | /(D{™)*/? is
larger in N, than in CH4 and CF,. For E /ng between 70 Td and
300 Td this ratio is slightly lower in CH, than in the remaining
two gases. For E /nj between 400 Td and 1000 Td this ratio is
lower in CF4 than in N, and CHy. It is interesting to note that
differences between the values of |Q\”|/(D{™)*/? in N,, CH,
and CF4 do not exceed the factor of three in the field range
between 50 Td and 700 Td. In most of this region, these dif-
ferences do not exceed the factor of two. Moreover, the values
of this ratio are very close to each other for electrons in these
three gases in the field range between 200 Td and 450 Td. This
indicates that n%Qib) can be measured in CH4 and CFy, in the
field range between 50 Td and 700 Td, under similar experi-
mental conditions that were applied for measurements in Nj.
Recently Kawaguchi and co-workers using a MC simulation
technique have shown that n2Q{> can be measured in CH, and
SF¢ in the arrival time spectra experiment [71].

In figure 16 we show the comparison of the longitudinal
component of the third-order transport tensor n2Q'" for elec-
trons in N, with the corresponding values that are determined
by Kawaguchi et al [59]. In this figure, n3D3L is determined
from MC simulations by using equation (24), while nD5} is
evaluated from the alpha parameters based on equation (25)
from reference [59] by neglecting the alpha parameters of
fourth and higher order. Kawaguchi and co-workers deter-
mined alpha parameters from the arrival time spectra exper-
iment and the MC simulations. All results are in an excellent
agreement up to about 130 Td, while differences between these
sets of results become noticeable at higher values of E /ng. Our
calculated values of n%Qib) are somewhat lower than the theo-
retical results of Kawaguchi et al for E/n between 130 Td
and 460 Td. For higher values of E/ng our results are sig-
nificantly lower than n3Ds;. and somewhat below n3D5} until
approximately 770 Td. At around 1000 Td the value of
n20®™ in the present calculations, is somewhat above the the-
oretical values of n3D3; that are determined by Kawaguchi
et al. The difference between our calculations of n2Q> and
those of Kawaguchi and co-workers for n3Ds. is a clear
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indication of different sets of cross sections used as input data
in MC simulations. The sensitivity of the third-order trans-
port coefficients to the cross sections used in the transport
calculations was demonstrated by Kawaguchi and co-workers
[63]. The deviation of n3D5] from n3Ds;, for higher values
of E/ny can be attributed to neglecting alpha parameters of
fourth and higher order in equation from which the values
of nD5] are determined, as discussed by Kawaguchi er al
[59]. Our calculations of néQﬂ’) and experimental values of
n3D5} agree very well up to about 600 Td. If we take a care-
ful look, we observe that our calculations are somewhat below
experimental values up to about 100 Td and somewhat above
experimental results until approximately 500 Td. For higher
values of E/ng, however, our results are significantly below
experimental points. For E/ny = 600 Td our calculations of
ng Qib) are within the experimental error, while at 700 Td they
are significantly below the lower boundary of experimental
results at 700 Td. Strictly speaking, n3Q\” and n3D5; cannot
be directly equated, because n(z)D(;ﬁ represents an approxima-
tion of n%Q](f’) when the fourth and higher order alpha parame-
ters are negligible. Strict comparison with experimental results
obtained by Kawaguchi and co-workers [59] would be possible
if n3D5; was determined using measured or calculated alpha
parameters.

5. Conclusion

In this paper, we have investigated the behaviour of the third-
order transport coefficients for electrons in N, and CF,. Cal-
culations have been performed using a multi-term theory for
solving the Boltzmann equation and MC simulation technique.
The initial MC code has been extended to allow the calcu-
lations of third-order transport coefficients in the presence
of non-conservative collisions. We found that the moment
method for solving the Boltzmann equation works very well
for the third-order transport coefficients, and is particularly fast
and accurate for model gases.

One of the most striking phenomena observed in the present
work is the occurrence of negative values in the E/ng-profiles
of n3Q", and n3QY for electrons in CF4. After the relax-
ation of the swarm to the steady-state, transport coefficients
of the third-order attain negative values over the range of elec-
tron energies where the most energetic electrons may undergo
many collisions leading to the vibrational excitation of CFy
molecule. We have also noticed that the occurrence of nega-
tive values in the E/no-profiles of n}Q). and njQY. in CF,
takes place in the energy region where the cross sections for
vibrational excitations exceed the cross section for momentum
transfer in elastic collisions. Likewise, we have also observed
that n(z)Q(Tf) has negative values in the field region between the
end of the occurrence of NDC and the field where the drift
velocity reaches 90% of its initial value before the onset of
NDC. Based on the results presented in this work, it may be
assumed that there is a slight concurrence between Q' and
drift velocity. This concurrence refers to the occurrence of
negative values of n%Q(Tf) that are essentially controlled by the
collision processes, which promote the development of NDC.

As the two-term approximation has become a common-
place in the calculation of electron transport properties in
gases and as it forms the foundations of many publicly avail-
able codes for solving the Boltzmann equations, we have
been motivated to investigate its limitations in the context of
the present research. Comparisons between the two-term and
multi-term calculations were performed for E/ng less than
300 Td. For electrons in Nj, the accuracy of the two-term
approximation is sufficient to investigate the behaviour of the
third-order transport coefficients in the presence of the electric
field. In contrast, for electrons in CF, the two-term approxi-
mation produces large errors and it is not even qualitatively
correct, particularly over the range of electron energies where
the cross section for transfer of momentum in elastic collisions
is at minimum, while the cross sections of vibrational excita-
tions become significant. This favours a large asymmetry in
the distribution function in the velocity space which in turn
renders the two-term approximation quite inappropriate for the
analysis of third-order transport coefficients.

In the present work, we have studied the implicit and
explicit effects of non-conservative collisions on the third-
order transport coefficients. While implicit effects of non-
conservative collisions are induced by direct population and
depopulation of the distribution function in velocity space,
the explicit effects are caused by the combined effects of the
energy dependence of non-conservative collisions and spatial
variation of the average energy along the swarm. Using the
modified Ness—Robson model with the attachment heating, we
have observed that the bulk values of n3Qy. and n3Qr are larger
than the corresponding flux values at low electric fields. At
intermediate fields the opposite situation holds: the flux values
are larger than the corresponding bulk values. This behaviour
and relationship between the bulk and flux values of both n30.
and n}Qr, are inverted for the attachment cooling model.

The effects of electron-impact ionisation on the third-order
transport coefficients are analysed for electrons in the ionisa-
tion model of Lucas and Saelee, N, and CF,. For all gases we
considered, bulk values of nQr. and n3Qr are larger than the
corresponding flux values for the higher electric fields. In par-
ticular, comparing the explicit influence of ionisation on 73 Qg’ )
and n3 O in the ionisation model of Lucas and Saelee, effects
are more pronounced for n2Q%.

In this work the concurrence between n3Q\" and noD{" is
analysed. For electrons in N, the concurrence is effective over
the entire range of the considered E/ng. This concurrence is
also present for electrons in CF, over the range of E/ny where
n20" is positive. However, in the field region where n3Q\" is
negative, there is a range of E/n values, where n%Qf) is rising
although noD(Lﬂ is being reduced. This effect is analysed using
the physical interpretation of the negative values of n%Qiﬂ. The
concurrence between n3Q' and the components of the diffu-
sion tensor is also investigated. In particular, for electrons in
CF,4 we found that the E/ny profile of n%Q(TD is more related to
the corresponding profile of noD(Tﬂ than to the corresponding
profile of noD".

Contribution of the longitudinal component of the third-
order transport tensor to the spatial profile of the swarm was
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studied for electrons in Ny, CF; and CH4. This contribution
is proportional to the ratio |Q{”|/(D{”)*2. Between 50 Td to
700 Td differences between the values of this ratio for elec-
trons in N,, CF4 and CHy4 do not exceed the factor of 3. More
precisely, we have observed that these differences do not dif-
fer from each other by a factor of 2 over the majority of E/ny
values in the above-mentioned field region. Even though this
result of the study seems modest, it is very important because
it shows that the existing experimental infrastructure used to
measure third-order transport coefficients in N, can be used
equally successfully for measurements of these quantities in
other gases.

The present calculations of n3Q" for electrons in N are
compared with the arrival time spectra measurements and MC
simulations of Kawaguchi and co-workers [59]. The present
calculations and results of Kawaguchi and co-workers agree
very well up to approximately 500 Td. For higher values
of E/ny, the discrepancy between our calculations and those
obtained by Kawaguchi and co-workers in MC simulations,
may be directly attributed to the details of the cross sections
for electron scattering in Nj used as input data in numerical
codes.

It is hoped that the present study will provide an incen-
tive for further theoretical and experimental studies of the
third-order transport coefficients for electrons in gases. Par-
ticular attention has recently been focussed on extracting
cross-sections from swarm data [90, 91]. The inclusion of
these sensitive higher order transport coefficients, may result
in improved cross-section sets, particularly given the new
machine learning algorithms implemented [92-94]. Our plans
for future research include the study of third-order trans-
port coefficients in the presence of pressure dependent effects
and third-order transport coefficients for positrons in gases of
interest for further development and optimization of positron
traps.
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CrossMark
Abstract
We study the transport of electrons and propagation of the negative ionisation fronts in indium
vapour. Electron swarm transport properties are calculated using a Monte Carlo simulation
technique over a wide range of reduced electric fields E/N (where E is the electric field and N
is the gas number density) and indium vapour temperatures in hydrodynamic conditions, and
under non-hydrodynamic conditions in an idealised steady-state Townsend (SST) setup. As
many indium atoms are in the first (5525p)P5 /2 Metastable state at vapour temperatures of a
few thousand Kelvin, the initial Monte Carlo code was extended and generalized to consider
the spatial relaxation and the transport of electrons in an idealised SST experiment, in the
presence of thermal motion of the host-gas atoms and superelastic collisions. We observe a
significant sensitivity of the spatial relaxation of the electrons on the indium vapour
temperature and the initial conditions used to release electrons from the cathode into the space
between the electrodes. The calculated electron transport coefficients are used as input for the
classical fluid model, to investigate the inception and propagation of negative ionisation fronts
in indium vapour at various £/N and vapour temperatures. We calculate the electron density,
electric field, and velocity of ionisation fronts as a function of E/N and indium vapour
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temperature. The presence of indium atoms in the first (55?5p)*P3 /2 metastable state
significantly affects the characteristics of the negative ionisation fronts. The transition from an
avalanche into a negative ionisation front occurs faster with increasing indium vapour
temperature, due to enhanced ionisation and more efficient production of electrons at higher
vapour temperatures. For lower values of E/N, the electron density behind the streamer front,
where the electric field is screened, does not decay as one might expect for atomic gases, but it
could be increased due to the accumulation of low-energy electrons that are capable of

initiating ionisation in the streamer interior.

Keywords: indium vapour, electron transport, negative streamers, ionisation, Monte Carlo,

fluid simulations

(Some figures may appear in colour only in the online journal)

1. Introduction

Studies of electron swarm transport processes in metal vapours
go back many years, for example to the Franck—Hertz exper-
iment and the genesis of quantum physics [1]. Yet much
remains to be understood from a fundamental point of view
[2-5]. Early studies of electron transport in metal vapours
were limited to the vapours of mercury, caesium, and other
alkali metals, due to the many technical difficulties associated
with the control of high temperatures in swarm experiments.
In addition to decades of studying the transport of electrons
in mercury vapour [6—11], swarm studies were performed in
the vapours of sodium, potassium, and caesium [12] while the
experimental results of breakdown voltages and V—I charac-
teristics were measured for sodium, potassium, cadmium, and
zinc [13]. The primary driving force behind these early studies
was the modelling and optimization of light sources containing
mercury [8, 14, 15], sodium [16, 17], and zinc [18, 19]. Other
applications include the modelling of a gas laser [20], the mag-
netohydrodynamics of arcs [21], and a post-arc breakdown
plasma [22].

Recently, a new wave of studies on electron scattering in
metal vapours has triggered the modelling and analysis of
electron transport and different types of plasma discharges in
those vapours. The B-spline R-matrix (close-coupling) with
pseudo-states method was employed to calculate the cross
sections for electron collisions with caesium atoms [23, 24],
and those calculated cross sections were then used to model an
excimer-pumped alkali laser with caesium as one of the con-
stituent species [24]. The cross sections for the scattering of
electrons from zinc [25] and magnesium [26] vapours were
recently calculated, using both non-relativistic and relativistic
optical-potential methods. The computed cross-sections were
subsequently used as input to solve the Boltzmann equation to
calculate the electron swarm transport coefficients. The pub-
licly available two-term Boltzmann equation solver BOLSIG+
[27], as well as the Monte Carlo code METHES [28], were
recently used to investigate the electron transport and break-
down in a copper vapour post-arc plasma [22]. The relativistic
complex optical potential method has also been used to study
electron—beryllium scattering [29].

As part of our ongoing investigations of electron scatter-
ing and transport in metal vapours, we report in this paper
on our study of electron transport and propagation of nega-
tive ionisation fronts in indium vapour. Indium (In) is a soft,
grey metallic element with an atomic number of 49. It belongs
to the group-III elements of the periodic table and has two sta-
ble isotopes, ''’In and ''*In, with abundances of 95.7% and
4.3%, respectively. With an electronic configuration 4d'°5s>5p
indium is the first in a series of the 5p elements in the peri-
odic table, and most commonly donates the three outermost
electrons to become In* [30]. In certain cases, however, the
5s-electron pair is not donated, resulting in In* [31]. Because
of its low melting point of 429.75 K, indium has been recog-
nized as a material with great potential for many technological
applications. For example, as an indium tin oxide it is used to
produce transparent electrodes in liquid-crystal displays [32],
and it is also employed as a light filter in low-pressure sodium
lamps. Furthermore, indium has numerous semi-conductor-
related applications, including the use of InAs and InSb for
low-temperature transistors and InP for high-temperature tran-
sistors [33]. Furthermore, InGaN and InGaP are found in both
light-emitting diodes and laser diodes [34].

Even though the above-mentioned applications of indium
are of great importance in fundamental science and modern
technology, the basic motivating factors in the study of elec-
tron scattering and transport in indium vapour relate to the
modelling of plasma discharges. Since the use of toxic mer-
cury in low-pressure and high-pressure light sources is highly
limited in both the European Union and many other coun-
tries, there is a strong incentive nowadays to find a less toxic
material as an alternative to mercury. For low-pressure dis-
charge lamps, one option would be to use mixtures of halo-
gen—indium compounds with argon [35-37]. The collisional-
radiative models of such systems require the knowledge of
electron swarm transport coefficients, including rate coeffi-
cients for various collisional processes such as ionisation and
electron-impact excitation. It is clear that further optimiza-
tion and understanding of indium-based light sources crucially
depends on an accurate knowledge of the cross sections for
electron—indium scattering, the relevant transport coefficients,
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and in appreciating the physical processes involved in indium
vapour discharges.

While electron scattering in indium vapour has been thor-
oughly discussed in our recent publications [38, 39], in the
present paper we focus on electron transport processes and
the propagation of negative ionisation fronts. To that end,
electron swarm transport coefficients are calculated using a
Monte Carlo simulation technique under hydrodynamic con-
ditions, and also for non-hydrodynamic conditions in an ide-
alised steady-state Townsend (SST) setup, over a wide range
of reduced electric fields (E/N) and indium vapour tem-
peratures. In particular, the initial Monte Carlo code, which
was specifically developed to study the spatial relaxation
of electrons in an idealised SST experiment [40—42], was
extended and generalized for the present work to investigate
the effects of gas temperature in the presence of electron-
impact ionisation of indium atoms in the ground state and the
lowest-lying metastable state. We comprehensively studied the
influence of the indium metastable state (5525p)*Ps, at tem-
peratures of several thousand Kelvin on the electron transport
and the spatial relaxation of the electrons. To the best of our
knowledge, we present the first systematic investigation for
the spatial relaxation of electrons in hot metal vapours, where
thermal motion of the background atoms and their influence
on the electrons are rigorously considered by implementing
electron collisions with the indium atoms in the metastable
state (55*5p)*P3)», including the effects of superelastic
collisions.

The second major objective of the present study is to sim-
ulate negative ionisation fronts in indium vapour. Due to the
high accelerating voltages in high-pressure light sources, the
transition from an electron avalanche into a streamer is a rapid
process, which has been studied both experimentally and by
means of numerical simulations [43, 44]. It has been shown
that streamer-like ionising channels can originate from both
the anode and the cathode, and that they can propagate through
the gas volume as well as along the inner wall of the dis-
charge lamp. In particular, the first phase of the streamer-
breakdown is characterized by a constricted streamer process
between the electrode tips [43]. In combination with mercury,
indium vapour may serve in high-intensity discharge lamps as
a radiation-emitting substance due to its high-vapour pressure
and because its emitted radiation covers the UV and visible
ranges of the spectrum. Therefore, it is clear that studies of the
development of an electron avalanche and its transition into a
streamer in indium vapour may support investigations to find
the optimal discharge conditions and increase the plasma effi-
ciency. In order to simulate the inception and propagation of
negative ionisation fronts in indium vapour, we here apply the
classical fluid model, which is based on the drift—diffusion
approximation, the local field approximation, and Poisson’s
equation. This model is implemented numerically in 1D and
1.5D configurations. Our calculated electron swarm transport
coefficients, including the ionisation coefficient, drift veloc-
ity, and longitudinal diffusion coefficient, are used as input
data in this model. However, it should be noted that in the
present work we are not attempting to model the inception
of the cathode-directed streamers, due to the accumulation of

positive space charge near the cathode, nor do we attempt to
consider the effects of the breakdown voltage on the parame-
ters of the equivalent circuit. Both remain the subject of future
studies. Instead, we isolate and investigate the dynamics of the
negative ionisation fronts only, and in particular we study the
effects of varying the indium vapour temperature on the forma-
tion and development of those negative ionisation fronts under
the action of an externally applied electric field.

The remainder of this paper is organized as follows. In
section 2 we briefly present a set of cross sections for elec-
tron scattering in indium vapour, including those for excita-
tion from the ground state (5s°5p)*P;, and the first excited
metastable state (55*5p)*Ps,,. In section 3.1 we present the
methods of our calculations, including the basic elements of
our Monte Carlo approach for simulating the electron swarm
transport properties under hydrodynamic and SST conditions.
In section 3.2 we present the basic elements of the classical
1.5D fluid model, which is used for studying the development
of an electron avalanche, and its transition into a negative ion-
isation front in indium vapour. The results of this work are
then given in section 4. Specifically, in section 4.2 we show
the variation of the electron swarm transport coefficients with
E/N and indium vapour temperature, while in section 4.3
we present the results of our study under non-hydrodynamic
conditions in an idealised SST setup. Results describing the
development of an electron avalanche and its transition into a
negative ionisation front are presented in section 4.4. Finally,
we summarize our conclusions in section 5 and also provide an
outlook regarding possible future studies of electron transport
and streamer discharges in indium vapour.

2. Cross sections for electron scattering in indium
vapour

2.1. Elastic momentum transfer, electronic excitations and
total ionisation

In this work, we utilize the cross sections for electron scatter-
ing in indium vapour, which have recently been generated and
discussed in detail in our previous publications [38, 39] and
to which we refer the interested reader. Here we simply note
that the elastic momentum transfer cross section, for energies
from 0.001 eV to 10 000 eV, and for scattering from the ground
(55*5p)*P1 )2 level, is tabulated in reference [39]. Uncertainty
estimates of ~ +20% for electron energies less than 3 eV and
~ £15% for energies above 3 eV were quoted [39]. The elas-
tic momentum transfer cross section for scattering from the
lowest-lying (55*5p)*P; , metastable state is also tabulated in
reference [39].

Cross sections for discrete inelastic transitions from the
2P, /2 ground state and the close-lying metastable 2P, /2 level
were calculated using a relativistic B-spline R-matrix (DBSR)
method by Hamilton et al [39]. In particular, 21 discrete inelas-
tic cross sections for excitation from the ground state and 21
discrete inelastic cross sections for excitation from the lowest
metastable state were provided [39]. Among many interesting
points, near-threshold structures in the majority of the discrete
inelastic cross sections were reported [39].
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The total ionisation cross section for indium atoms initially
in the electronic ground state was determined for energies
from threshold to 10000 eV in [39]. The quoted uncertainty
on those data was ~ £20% [39]. The total ionisation cross
section for indium atoms in the first (55*5p)*P3, metastable
state (0.274 eV), was estimated by simply moving its thresh-
old from that of the ground state (5.786 eV) downward
by 0.274 eV.

2.2. Superelastic collisions

One of the objectives of the present work is to study the
effects of the indium vapour temperatures on electron trans-
port and the propagation of negative ionisation fronts. To do
this, we need to take into account superelastic collisions in our
Monte Carlo simulations and/or the solutions of the Boltzmann
equation. As pointed out in our previous work [39], the ther-
mal energy at T = 1260 K is 3kT =~ 0.163 eV, i.e. near the
threshold energy of the first (55°5p)*P3,, metastable state. It
is therefore important to consider the influence of superelastic
collisions on electron transport at indium vapour temperatures
of a few thousand Kelvin.

Cross sections for superelastic collisions can be evaluated
by applying the principle of microscopic reversibility and
detailed balance in a thermal equilibrium. According to this
fundamental principle, the cross section for superelastic col-
lision o, may be calculated from the cross section o ; for the
discrete inelastic transition to the state j, with the threshold
energy ¢; and statistical weight g, as

of (€+€j), (1)

GRS

8j

where g, is the statistical weight of the ground state.

In figure 1 we show the fractional populations of indium
atoms in the ground (5s*5p)*Py), state, the first excited
(55%5p)*P; /> metastable state, and the sum of all the upper
excited states, as a function of the indium vapour tempera-
ture. At 7 = 1260 K, we observe that 86% of indium atoms
are in the ground (55%5p)*P, /2 state while the remaining 14%
are in the first (5s*5p)?P3, metastable state. Similarly, but
now at T = 3260 K, 57% of the indium atoms are in the
ground (55*5p)*P) ), state while the remaining 43% of indium
atoms are in the metastable state. The fractional populations
of the third and higher excited levels are only larger than 1%
at T = 7260 K and higher temperatures. Thus, we limit our
calculations to an upper limit of 7 = 5260 K.

The cross sections for electron scattering in indium vapour
from the ground state (5s*5p)>P, 2 level and the close-by
metastable (5525p)*Ps, level are displayed in figures 2 and
3, respectively. The total cross section for superelastic colli-
sions is multiplied with the corresponding fractional popula-
tions of the first excited metastable state at 1260 K, 3260 K
and 5260 K, and these quantities are also included in figures 2
and 3, respectively. Note that the cross sections for elastic
momentum transfer, inelastic discrete transitions and ioniza-
tion should be multiplied with the corresponding weighting
factors to account for the appropriate fractional populations
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Figure 1. Fractional populations of indium atoms in the
(55*5p)> Py, ground state, the first excited (55*5p)>P; ), metastable
state, and the sum of all higher excited states, as a function of the
indium vapour temperature.

of the ground state (5s°5p)?P;), and the metastable state
(55°5p)*P5), at the temperature being considered.

3. Methods of calculations

3.1. Monte Carlo simulations

In Monte Carlo simulations, we follow the spatial and tem-
poral evolution of a large number of electrons moving under
the action of an external electric field in a spatially homoge-
nous indium vapour. Under swarm conditions, the electron
density is sufficiently low, so that only electron collisions with
indium atoms are taken into account. Electrons gain energy
from the externally applied electric field and in superelastic
collisions with excited indium atoms. This energy input is
released through binary collisions between the electrons and
the atoms. Thermal motion of the background indium atoms
and their influence on the electrons are taken into account.
We implemented an algorithm for calculating the collision fre-
quency in the case when thermal motion of the background
indium atoms with a Maxwellian velocity distribution can-
not be neglected [45]. We assume isotropic scattering in the
electronic excitation and ionisation collisions. The anisotropic
nature of elastic collisions is implicitly included through the
use of the elastic momentum transfer cross section. The energy
available for division after an ionising collision is given by
the difference between the incident electron energy and the
indium ionisation energy, here modelled as a constant value
of 5.786 eV for indium atoms in the ground state and a value
of 5.512 eV for indium atoms in the first excited metastable
state. To allocate the available energy to the two-post collision
electrons, a random fraction of the available energy is awarded
to one electron, with the remaining energy being awarded
to the second electron. In other words, the available energy
is distributed assuming a uniform distribution indicating that
all fractions of the available energy post-collision are equally
probable.



Plasma Sources Sci. Technol. 30 (2021) 115019 S Dujko et al
3 0_
10 e - In (5s°5p) °P, , 10° e - In (5s°5p) °P, ,
Superelastic:
2
< 10 ----1260 K e
£ —-— 3260 K €
§ (2) —--- 5260 K g
o 10’ o
N I
C [
2 S
B 10 B
0] o}
(7] w
7] n
g 107 S
— —
O O
102 0
0.01 0.1 1 10 100 1000 10000 1 10 100 1000 10000

Electron energy (eV) Electron energy (eV)

Figure 2. Integral cross sections for electron scattering in indium vapour for atoms in the ground state (5525p)>P, /2. The left panel shows
the elastic momentum transfer (1), total ionization (2), and quantities that are obtained by multiplying the total cross section for superelastic
collisions with the corresponding fractional populations of the first excited metastable state at indium vapour temperatures of 1260 K,

3260 K, and 5260 K. The left panel also includes the following discrete inelastic transitions: (5525p)>Ps» (3), (55%65)%S) /> (4), (55*6p)*P1 )
(5), (5526p)* P33 (6), (55*5d)* D3 5 (7), (55*°5d)*Ds 3 (8), (55*4p)*P1 2 (9), (55*4p)* P35 (10), (55°75)2S1 2 (11) and (55°4p)*Ps (12). The
right panel includes the following discrete inelastic transitions: (5s27s)2P1/2 (13), (5s27s)2P3/2 (14), (5p26d)2D3/2 (15), (5p26d)2D5/2 (16),
(5p*4f ) Frp2 (17), (5p*4f)*Fsjy (18), (5p*85)2S1 2 (19), (5p*85)* P12 (20), (55*7d)* D35 (21), (55*7d)* Ds 2 (22) and (55*8p)* P35 (23).

e - In (5s5p) °P,, 10°3 e - In (5s5p) 2P,
Superelastic:
----1260K
—-— 3260 K

---=5260 K

& &
IS (S
& &
o 10 o
S g 1071
£ 10 g
(0] (O]
(72} n
7 3
-1
o 10 o
O (@]
10?2 107 J
0.01 0.1 1 10 100 1000 10000 1 10 100 1000 10000

Electron energy (eV) Electron energy (eV)

Figure 3. Integral cross sections for electron scattering in indium vapour for atoms in the metastable state (55>5p)?P5 /2. The left panel
shows the elastic momentum transfer (1), total ionization (2), and quantities that are obtained by multiplying the total cross section for
superelastic collisions with the corresponding fractional populations of the first excited metastable state at indium vapour temperatures of
1260 K, 3260 K, and 5260 K. The quantities obtained as the product of the total cross section for superelastic collisions and the
corresponding fractional populations of the first excited metastable state were subsequently multiplied by factors of 10°, 10°, and 102, at
indium vapour temperatures of 1260, 3260 and 5260, respectively. The left panel also includes the following discrete inelastic transitions:
(55265)°S12 (3), (55°6p)° P12 (4), (55°6p)* P33 (5), (5575d)* D35 (6), (5575d)*Dsy (1), (55*4p)>P1 )z (8), (5574p)* P32 (9), (55°75)°S1 2 (10),
(55%4p)*Ps ), (11) and (55*75)*Py )5 (12). The right panel includes the following discrete inelastic transitions: (55*75)*P3 > (13), (5p*6d)*D3)»
(14), (5p*6d)*Ds > (15), (Sp*41)*F1)2 (16), (Sp*4 1P Fsa (17), (5p785)2S1/2 (18), (Sp8s2P1 12 (19), (5527d)*Ds 2 (20), (55*7d)*Ds o (21)
and (55*8p)>P3)> (22).

We then track a large number of electrons between colli-
sions using finite length time steps. The time step is deter-
mined as a fraction of the mean collision time, which is calcu-
lated from the total collision frequency. Finite time steps are
used to solve the integral equation for the collision probabil-
ity, in order to determine the exact time of the next collision

[46, 47]. If the length of these time steps is too large, then
the time of the next collision can be inaccurately computed,
which in turn affects the accuracy of the calculation of the
electron trajectories. On the other hand, too small time steps
lead to an enormous increase of computing time, which is
equally unacceptable. For this investigation, the time step was
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fixed at one hundredth of the mean time between collisions,
regardless of the electron energy. This allows for a precise
determination of the time of the next collision and the trajec-
tory of the electrons.

The equation for the collision probability is solved by
numerical integration using the above-mentioned time steps.
When the moment of the next collision is determined, the next
step is to define the nature of the collision. For this purpose, the
relative probabilities for each collision process are calculated
at the given electron energy. All electron scattering processes
are assumed to be isotropic regardless of their specific nature
and energy. Therefore, the change in direction of the elec-
tron velocity is expressed by a uniformly distributed scattering
angle within the interval [0, 7] and by the azimuthal angle that
is uniformly distributed within the interval [0, 27r]. The change
in the electron energy, after elastic and inelastic collisions, is
calculated using the laws of elementary collision dynamics.
For more details the reader is referred to [40, 47].

3.1.1. Sampling of the bulk and flux transport coefficients.
Under hydrodynamic conditions, the electron swarm transport
coefficients are calculated after the relaxation of the swarm
to the stationary state. The measurable and universal trans-
port coefficients are the bulk transport coefficients [48]. They
are calculated in our Monte Carlo simulations from the rate
of change of the appropriate averages of the positions of
the electrons, in configuration space [40, 47]. The number-
changing reaction rate, which for indium vapour is reduced to
the ionisation frequency, is defined by

d
VioN = (InNe), ()

the bulk drift velocity by

d

= &@, 3)

and the bulk diffusion tensor by

Id,,
= -—(rr). 4
Here N, is the total number of electrons at any time 7, (r) is the
coordinate of the swarm’s centre of mass, and r* =r — (r).
The coordinate of the swarm’s centre of mass is given by

1 &
()= e (5)
€ k=0
where r;, (k=1,2,...,N.) are the coordinates of all

electrons.
The flux transport coefficients are required for some aspects
of plasma modelling and elsewhere [49]. The flux drift velocity

is given by
A
w _<dt>_<v>’ (6)

and the flux diffusion tensor by

*_l g * ok
D—2<dt(rr)>. (7)

The flux drift velocity is in fact the average velocity of the
electrons. It is given by

1o
(v) = ﬁe; Vi (8)

where ) i,
=g )

Although, at first glance, the expressions (3) and (6) look
the same, they are fundamentally different in the presence of
non-conservative collisions. Using expressions (5) and (9), the
equality of the bulk drift velocity and the flux drift velocity is
reduced to

(10)

In the absence of non-conservative collisions (e.g. ionisation),
the total number of the electrons N, remains the same dur-
ing the simulation, and hence the time derivative commutes
with the sum. However, in the presence of non-conservative
collisions, the total number of electrons N, is neither a con-
stant nor a continuous function of time and thus the equality
(10) no longer holds. In other words, in the presence of non-
conservative collisions, the bulk and the flux transport coeffi-
cients are not the same. This is no moot point, as the differ-
ences between the two families of transport coefficients are
often significant, ranging from a few percent to a few orders
of magnitude [50].

For electrons in indium vapour, the differences between the
bulk and flux transport coefficients are induced by the explicit
contribution of ionisation processes. Ionisation is most likely
to occur at the leading edge of the swarm, where the higher-
energy electrons are located. Thus, in the case of drift, ionisa-
tion always acts in such a manner as to push the centre of mass
of the swarm forward, which in turn increases the bulk drift
velocity. Therefore, for electrons in indium vapour, we may
expect that the bulk drift velocity is always larger in magnitude
than the flux drift velocity. Similarly, the increase in electron
numbers, due to ionisation in the indium vapour, enhances
diffusion in both the longitudinal and transverse directions.
These observations will be discussed and illustrated later by
showing the E/N-profiles of the drift velocity and diffusion
coefficients (see section 4.2).

3.1.2. Sampling of spatially-resolved transport data. Under
non-hydrodynamic SST conditions, the electrons are released
from the cathode into the space between the electrodes. In con-
trast to our initial Monte Carlo code, where the electrons were
released one by one from the cathode [40—42], in this work
all electrons are released from the cathode at the same time.
In this way, it is possible to use swarm rescaling procedures
under SST conditions, which is of great importance for the
simulation of electrons at high values of E/N, where a large
number of secondary electrons is formed by ionisation pro-
cesses. Similarly, the code designed in this way permits the
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simulation of transport in strongly-attaching molecular gases
under SST conditions [50]. The back-diffusion of electrons
is not considered, and the electrons are followed until reach-
ing the anode. Note that both electrodes are regarded as per-
fectly absorbing. Due to the presence of the electrodes, both
the implicit and explicit gradients of the electron density exist.
Consequently, the hydrodynamic approximation is not valid
under SST conditions and the concept of transport coefficients
makes no sense, even after reaching the equilibration of the
swarm. The spatially-resolved transport data are thus calcu-
lated using the so-called box-sampling technique [40, 41]:

1 7j+Az/2 1
(&)= A_Z[-AZ/Z fsst (z,v)drdv A

<j

zj+Az/2
X / &fsst (2, v)drdv

j*AZ/Z
Ne . - Ne . .
~ (Z At,{> > A
k=1 k=1

Here fsst(z,v) is the steady-state distribution function, 55? is
the value of the quantity to be sampled when the kth electron
is contained in the jth box, At,ﬂ is the residence time of the
electron in that box, and N, is the number of electrons that
appear there.

The spatially-resolved rate coefficients are calculated by
determining the number of collisions of type m in the jth
spatial box located at z; [40, 51]:

Y

m

me N J
R"(z)) = AzNu(z)) (12)

where N;” denotes the number of collisions m, Az is the width
of box, and N.(z;) is the total number of resident electrons.
The expression (12) was tested in nitrogen and other gases,
by comparing the calculated ionisation coefficient with the
experimental results obtained from the slope of the electron
emission, as well as with the results obtained by integrating
the distribution function and the corresponding cross section
for ionisation [51]. The agreement between these independent
techniques was excellent, indicating the accuracy and validity

of the methodology used for sampling the spatially-resolved
rate coefficients.

3.2. Classical fluid model

The inception and propagation of negative ionisation fronts
were studied using a classical fluid model. The classical model
involves the first two velocity moments of the Boltzmann
equation, i.e. the equation of continuity and the momentum
balance equation. The classical drift—diffusion approximation
is obtained by assuming a steady state of the momentum bal-
ance equation and that the energy of the field-directed motion
is much larger than the thermal contribution. For the full and
strict derivation of this model the reader is referred to [52].
The generalized one-dimensional continuity equation for the

electron number density is

on, 9 one
5 = Bx (W sgn (E)ne + DLE) + VIoNTle, (13)

where W and Dy, are the electron drift velocity and longitu-
dinal diffusion coefficient, respectively, E is oriented along
the x-axis, while vigy is the ionisation coefficient. The drift
and diffusion of positive ions are neglected here on the basis
of the time scales of interest in the present work. Likewise,
the discharge model is not coupled to the gas dynamics, even
though the indium vapour may be additionally heated by the
discharge [53, 54].

The model is realized in a 1.5-dimensional (1.5D) setup,
according to which the streamer radius Ry is fixed. Thus, the
total electric field in the system is evaluated as the sum of the
uniform external electric field and the electric field due to space
charge:

d
E(x,t) = Ey+ i/ (np — ne) (sgn (x — x')
2e0.Jo

x—x

- | dX/,
\/(x—x’)2—|—R(2)

where Ey and ¢ are the external (applied) electric field and
vacuum permittivity, respectively, and d is the length of the
system.

The above fluid equations are closed, assuming the local
field approximation. According to this approximation, the
input data, including W, Dr, and vion, are assumed to be func-
tions of the local instantaneous electric field. Equations (13)
and (14) are solved numerically, imposing the homogeneous
Dirichlet boundary conditions for the electron density n. as

(14)

ne(x =0,1) =0, ne(x =d,t) =0, (15)

and initial conditions

2
ne (x,1 = 0) = 1("_)‘0)) (16)

e0
TR300V 27 P ( 2 of

Here Ny is the initial number of electrons with a Gaus-
sian distribution centred at xo and a standard deviation oy.
In the numerical implementation of our fluid model, the spa-
tial discretization is performed by employing the second-
order central finite-difference method, while the fourth order
Runge—Kutta method is used for the integration in time. For
more details, the reader is referred to [52, 55].

4. Results and discussion

4.1. Preliminaries

In Monte Carlo simulations, in which electron transport under
hydrodynamic conditions is studied, we cover a range of
reduced electric fields E/N between 0.01 Td and 10000 Td.
The pressure of the background gas of indium atoms is fixed
at 1 Torr, and our calculations are performed for the indium
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Figure 4. Variation of the mean energy ¢ of the electron swarm as a
function of E/N for various indium vapour temperatures.

vapour temperatures of 1260, 3260, and 5260 K. The cold-
gas approximation, according to which the background indium
atoms are at rest (7 = 0 K), is also analysed. The number of
electrons in our Monte Carlo simulations, under hydrodynamic
conditions was varied between 2.5 x 10° for lower values of
E/N to 1 x 10° at higher values of E/N. Under SST con-
ditions, however, the number of electrons is varied between
1 x 10° and 5 x 10°, depending on the distance between the
electrodes and the applied reduced electric field E/N. In
section 4.2 we present the electron swarm transport coeffi-
cients as a function of the reduced electric field E/N and
indium vapour temperatures, 7', while in section 4.3 we present
the electron swarm transport properties and spatial relaxation
profiles as a function of E/N and T. In the latter case the elec-
trons are released from the cathode under two different sets of
initial conditions: (i) the Maxwell-Boltzmann velocity distri-
bution with starting mean energies of 0.1 eV, 1 eV, and 10 eV,
and (ii) the beam initial velocity distribution with the same
starting mean energies. Finally, in section 4.4 the develop-
ment of an electron avalanche and its transition into a negative
ionisation front is considered.

4.2. Electron transport under hydrodynamic conditions

As noted above, in this section we present results showing the
variation of electron swarm transport properties with £/N and
indium vapour temperature, 7. Figure 4 illustrates the varia-
tion of the mean energy with E/N for various temperatures.
In the T = 0 K profile, we observe that € is a monotonically
increasing function of E/N. The rate of increase of the mean
energy varies with E/N, reflecting the energy dependence
of the cross sections for electron scattering. For 7 = 1260
K, T =3260 K, and T = 5260 K, the profiles of the mean
energy also exhibit some generic features. At lower values
of E/N, we observe initial plateaus in the profiles, indicat-
ing that the electrons are in near thermal equilibrium with the
indium vapour. In this range of lower values of E/N, which
extends up to approximately 10 Td, the distribution of elec-
trons is of thermal-Maxwellian form, and the mean energy

depends distinctively on the indium vapour temperature. This
low E/N regime can be characterized as a vapour-dominated
regime, where the electrons are essentially thermalized. As
E/N rises, the electrons gain more energy from the electric
field and are no longer thermalized. As a result, the veloc-
ity distribution deviates from a thermal-Maxwellian, but to a
large extent the temperature of the indium vapour still con-
trols the behaviour of the electrons. This is the so-called inter-
mediate regime, which extends from approximately 10 Td to
400 Td. For E/N larger than approximately 400 Td, the mean
energies are considerably higher than the corresponding ther-
mal energies. We observe that the influence of indium vapour
temperature on the mean energy is minimal in this regime. In
what follows, we will refer to this region of electron transport
as the field-dominated regime.

Figure 5 shows the variation of the bulk drift velocity with
E/N for various T. At first glance, for lower values of E/N, we
observe that the drift velocity for 7 = 0 K varies very slowly
with increasing E/N. However, looking more closely, we in
fact observe that the drift velocity exhibits a region of nega-
tive differential conductivity (NDC), i.e. over a range of E/N
values the drift velocity decreases as the driving electric field
increases [56]. NDC takes place here between approximately
0.03 Td and 0.3 Td, where there is a noticeable transition in
the dominant energy loss mechanism from inelastic to elas-
tic processes. In the transition regime, due to numerous elastic
collisions, the enhanced randomization of the directed motion
decreases the drift velocity even though the mean energy
increases. As E/N increases further, NDC is suppressed due
to numerous elastic and inelastic collisions. Consequently,
for E/N larger than approximately 0.3 Td and at T = 0 K,
the drift velocity is a monotonically increasing function of
E/N. From the E/N-profiles of the bulk drift velocity for
T =1260 K, T = 3260 K, and T = 5260 K, we observe no
such NDC and that the drift velocities are increasing functions
of E/N. In the vapour-dominated and intermediate regimes,
the drift velocity generally decreases with increasing vapour
temperature. In this low E/N regime, the drift velocities for
T = 1260 K is essentially linear, which is a signature of con-
stant mobility. In the field-dominated regime, the impact of the
vapour temperature on the drift velocity is minimal.

In figures 6 and 7, respectively, we show the variation of
the bulk longitudinal ND;, and bulk transverse NDt diffusion
coefficients with E/N, for various vapour temperatures. In the
vapour-dominated and intermediate regimes, at fixed E/N, we
observe that ND; increases with 7. On the other hand, in the
field-dominated regime, both NDy, and NDt show no sensitiv-
ity with respect to the vapour temperature. We observe a deep
minimum in the E/N-profile of NDy, for T = 0 K at around
0.45 Td, which can be attributed to the rapid increase of the
elastic momentum transfer cross section in the limit of the
lowest values of electron energies. For E/N larger than approx-
imately 0.45 Td, NDy is a generally increasing function of
E/N. Similarly, we observe a distinct minimum in the E/N-
profile of NDt for T = 0 K at about 30 Td. The fall in NDt
occurs less rapidly in comparison with that of NDy, but it
extends over a wider range of E/N. As for NDy, the decline in
NDy atT = 0 Kreflects the rapidly increasing cross section for
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Figure 5. Variation of the bulk drift velocity of the electron swarm
as a function of E/N for various indium vapour temperatures.
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Figure 6. Variation of the bulk longitudinal diffusion coefficient of
the electron swarm as a function of E/N for various indium vapour
temperatures.

momentum transfer in elastic collisions and the cross section
for excitation of the (55?5p)*P;/, metastable state. In the
vapour-dominated regime, from the E /N-profiles of both NDy,
and NDt for T = 1260 K, T = 3260 K, and T = 5260 K, we
observe that the diffusion coefficients have essentially thermal
values. These values of the diffusion coefficients are increasing
functions of the vapour temperature. As expected, the ther-
mal values of ND;, and ND are nearly identical, indicating
that the velocity distribution of the electrons is approximately
thermal-Maxwellian. As E/N increases further, the interme-
diate regime is characterized by non-thermal values of the
diffusion coefficients, which are still temperature dependent.
The temperature dependence of the diffusion coefficients is,
however, minimal upon reaching the field-dominated regime.

The anisotropy of the diffusion tensor, i.e. Dy # Dr,
exists over the entire range of E/N for T = 0 K. Figure 8
exhibits the ratio of NDt to NDy, as a function of E/N, for
T =1260 K, T =13260 K, and T = 5260 K. As indicated
on the graph, both the flux and bulk data are shown. Gener-
ally speaking, the anisotropy of the diffusion for electrons in

Figure 7. Variation of the bulk transverse diffusion coefficient of the
electron swarm as a function of E/N for various indium vapour
temperatures.
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Figure 8. Variation of the ratio of NDt to NDy, of the electron
swarm as a function of E/N for various indium vapour temperatures.

indium vapour, over the range of vapour temperatures consid-
ered in the present work, is relatively low, with the differences
between NDt and NDy, not exceeding approximately 30%. In
the limit of the lowest values of E/N, as already emphasized,
the diffusion is nearly isotropic. Small fluctuations of the ratio
between NDt and NDy, around unity follow from the statisti-
cal uncertainties of the dynamical properties sampled in our
Monte Carlo simulations, which are required for the calcula-
tion of the diffusion coefficients. As E/N increases further, we
observe that the anisotropy of the diffusion tensor is reduced
for increasing vapour temperature in the intermediate regime.
For higher values of E/N, the sensitivity of the ratio of NDr to
NDy,, with respect to the indium vapour temperature, is mini-
mal in the field-dominated regime. It is also interesting to note
that for E/N larger than approximately 200 Td, the bulk val-
ues of NDy are larger than the bulk values of NDy. This is
not the case for the corresponding flux values of the diffusion
coefficients.
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Figure 9. Variation of the ionisation rate of the electron swarm as a
function of E£/N for various indium vapour temperatures.

In figure 9 we plot the variation of the ionisation rate
coefficient as a function of E/N for various vapour tem-
peratures. The ionization rate coefficient corresponds to the
density reduced ionization frequency, where the ionization
frequency is given by equation (2). As expected, the ionisa-
tion rate increases with E/N for all temperatures. The E/N-
profiles of vjo,/N, are similar for 7 =0 K and T = 1260 K
and resemble the typical behaviour of the ionisation rate in
other gases. This follows from the fact that, as in most cases,
the E/N-profiles of v;,,/N are essentially featureless, as ion-
isation only becomes considerable for higher values of E/N
when sufficient electrons have enough energy to cause ionisa-
tion. However, for higher indium vapour temperatures, e.g. for
T =3260 K and T = 5260 K, the electrons have enough
energy to cause ionisation even in the vapour-dominated
regime, i.e. in the limit of the lowest E/N considered in the
present work. While at 7 = 5260 K the ionisation rate essen-
tially remains unaltered, at 7 = 3260 K the ionisation rate
increases with E/N. Then, as E/N is increased further, the
ionisation rates for both 7 = 3260 K and 7' = 5260 K increase
rapidly, reaching the field-dominated regime, where the vapour
temperature does not affect this property.

Figure 10 displays the variation in the rate coefficients for
transfer of momentum in elastic collisions, summed excita-
tion, summed de-excitation, and ionisation as a function of
E/N for various vapour temperatures. At 7 = 0 K, the elas-
tic momentum transfer rate increases with E/N up to about
1 Td. Then, as E/N further increases, it starts to decrease
slowly in magnitude. For 7 = 1260 K, T = 3260 K, and
T = 5260 K, however, the elastic momentum transfer rate
essentially remains constant, before decreasing in the limit of
the highest E/N considered in the present work. The summed
excitation rate coefficient for 7 = 0 K is a rapidly increasing
function of E/N, until ionisation processes start to play a sig-
nificant role at around 200 Td. For T = 1260 K, 7" = 3260 K,
and T = 5260 K, the summed excitation and de-excitation
rates are identical for lower values of E/N, e.g. in the vapour-
dominated regime. This follows from detailed balancing and
the fact that the electrons are in thermal equilibrium with the

indium vapour. These rate coefficients begin to depart from
each other at approximately 20 Td for 7 = 1260 K, 30 Td for
3260 K, and 40 Td for 5260 K, with an increase in excitation
events and a decrease in de-excitation events. Comparing the
ionisation rates with the rate coefficients for all the other pro-
cesses considered, we observe that ionisation dominates in the
limit of the highest E/N considered in the present study.

In order to illustrate the explicit effects of ionisation colli-
sions on the drift and diffusion of electrons in indium vapour,
we show in figure 11 the variation of the percentage differ-
ence between the bulk and flux values of the drift velocity
(a), and the bulk and flux values of the longitudinal diffu-
sion coefficient (b), as a function of E/N for various vapour
temperatures. Figure 11 indicates that the influence of ioni-
sation on the drift and diffusion is not apparent until approx-
imately 200 Td. Even though ionisation is considerable for
T =3260Kand T = 5260 K in the vapour-dominated regime,
the differences between the bulk and flux values of the drift
velocity and longitudinal diffusion coefficient are minimal.
This could be explained by considering the E/N-dependence
of the rate coefficients for the other processes shown in
figure 10. There we observe that competitive processes, includ-
ing electronic excitations and de-excitations, are much more
frequent than ionisation processes. As a consequence, the
explicit contribution of ionisation to the measurable trans-
port coefficients, e.g. the bulk drift velocity and the bulk dif-
fusion coefficients, are reduced. As E/N increases further,
the percentage difference between the bulk and flux values
increases, reaching a maximum of around 45% and 80% for
the drift velocity and the longitudinal diffusion coefficient,
respectively. This indicates that the increase in electron num-
bers due to ionisation enhances both the drift and diffusion of
the electrons in indium vapour. For the highest E /N considered
here, the differences between the bulk and flux values are again
reduced. Generally speaking, the influence of the vapour tem-
perature on the differences between the bulk and flux values
is minimal, reflecting the weak dependence of the drift veloc-
ity and longitudinal diffusion coefficient on the temperature
in the field-dominated regime. In order to better understand
the dual nature of the transport coefficients, and the associated
differences between the bulk and flux values of the transport
coefficients, the reader is referred to our previous publications
[40, 47, 50].

4.3. Electron transport under SST conditions

In this section we present results showing the spatial relax-
ation of electrons and the variation of electron swarm trans-
port properties with E/N and vapour temperature 7 under
non-hydrodynamic conditions in an idealised SST experiment.
Figure 12 shows the exponential growth of the electron num-
ber, in the region between the electrodes, as a function of
E/N and the temperature. The electrons are released from
the cathode into the space between the electrodes, assuming
a Maxwell-Boltzmann velocity distribution, with the starting
mean energy €g = 1 eV. The growth rate in the electron number
increases with increasing E/N, indicating that ionisation pro-
cesses become increasingly important with increasing E/N.



Plasma Sources Sci. Technol. 30 (2021) 115019

S Dujko et al

— Elastic mom.tr.

Summed exc.

10-11‘
2 407
E o]
3 107
o
£ 10™
[0
8 10™
(0] _
"(B' 1017‘
2 107 . . . . . ]
10 10" 10° 10" 10° 10° 10*
E/N (Td)
10-11‘
IO
E o]
E 10™
o
£ 10™
8 -16
8 10"
o 211 T=3260K
k= 107" 3
4 1078 . . . ' . .
102 10" 10° 10" 10* 10° 10
E/N (Td)

Summed de-exc. lonization
10"
@ 40
E yon]
g 10™
o
£ 10"
[0
8 10™
o L1l T=1260 K
® 107 1
o 107 . . . . . ]
10> 10" 10° 10" 10° 10° 10°
E/N (Td)
10™;
@ 40
E 107
E 10™
(&]
£ 10"
8 -16
8 10
o 11 T=5260 K
§ 107 3
10-18 -2 '—1 '0 '1 '2 '3 '4
10 10" 10° 10" 10° 10° 10
E/N (Td)

Figure 10. Variation of the rate coefficients for transfer of momentum in elastic collisions, summed excitation, summed de-excitation, and
ionisation of the electron swarm, as a function of E/N, for various indium vapour temperatures.
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Figure 11. Variation of the percentage difference between the bulk and flux values of the drift velocity (a) and longitudinal diffusion
coefficient (b) of the electron swarm, as a function of E/N, for various indium vapour temperatures.

Even though the results are presented on a log—log scale, we
observe that the rate of increase in the number of electrons for
a fixed E/N increases with the vapour temperature. This is a
cumulative effect of the initial spatial relaxation and the fol-
lowing arguments may be used to account for its occurrence.
At a fixed reduced electric field, in the initial phase of spatial
relaxation, thermal effects play a key role in the multiplica-
tion of electrons in ionisation processes. This means that the
higher the indium vapour temperature, the more electrons are
produced at the beginning of the spatial relaxation. After relax-
ation, when a steady-state is achieved, these thermal effects are
considerably reduced. This is indicative of the field-dominated
regime, where swarm behaviour is entirely controlled by the

electric field. In this regime, the ionization coefficient is not
a function of the indium vapour temperature, which can be
clearly seen in figure 9.

Figures 13 and 14 display relaxation profiles of the mean
energy and the average velocity for a range of applied reduced
electric fields E/N, as indicated on each graph. In both plots
the electrons are released from the cathode assuming an initial
beam velocity distribution, with a starting mean energy of 1 eV,
in indium vapour at 7 = 1260 K. The behaviour of the trans-
port properties is not considered in close vicinity of the anode.
The relaxation profiles of the mean energy and the average
velocity in indium vapour are consistent with earlier investiga-
tions on this topic for other gases [2, 5, 41, 42, 57-59]. First,

1
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Figure 12. Exponential growth of the number of electrons in an
idealized SST experiment as a function of E£/N for various indium
vapour temperatures.

we observe a limited range of E/N, where the mean energy
and average velocity exhibit oscillatory behaviour as they relax
towards the stationary state far downstream from the cathode.
The spatial relaxation characteristics, including the period and
amplitude of the oscillations, and the spatial relaxation length,
are distinctively dependent on the applied E/N.

When electrons undergo elastic collisions in indium vapour,
the energy transfer is a continuous process occurring in rela-
tively small portions of energy. In inelastic collisions, how-
ever, the energy transfer is a discrete process with several
orders of magnitude larger portions of energy. In the pres-
ence of elastic collisions only, the spatial profiles of the trans-
port quantities would be exclusively monotonic and without
oscillations along the relaxation profiles. On the other hand,
in the presence of inelastic collisions only, due to the dis-
crete electron energy losses, the spatial profiles would be peri-
odic, with a period inversely proportional to the electric field
strength, and an energy threshold that is a composite of sev-
eral closely-lying inelastic processes that control the relaxation
process. For electrons in indium vapour under the conditions
considered in the present work, except the zero-temperature
case, the electrons undergo both elastic and inelastic collisions
with the presence of the elastic collisions always tending to
dampen the oscillatory behaviour of the transport properties
and broaden the peaks from the profiles. The key quantity in
this complex interplay between the elastic and inelastic colli-
sional energy loss processes is the mean energy of the swarm.
In the presence of both elastic and inelastic collisions, when
the mean swarm energy is much smaller or much larger than
the lowest energy threshold of the inelastic processes, the col-
lisional energy loss is controlled by the continuous energy loss
processes and, therefore, the spatial relaxation profiles are
monotonic or quasi-monotonic on their way to a spatially
homogeneous form. Conversely, if the collisional energy loss
is primarily controlled by the discrete energy loss processes,
then the spatial profiles are periodically decaying.

The occurrence of oscillatory relaxation is particularly
stimulated when the threshold energies of the various inelas-
tic processes are concentrated in a relatively narrow energy
region. For electrons in indium vapour, the threshold energies
span the energy region between approximately 0.3 eV and 6 eV
[38, 39]. With the exception of the T = 0 K case, for E/N < 1
Td the sensitivity of the relaxation profiles of the mean energy
and the average velocity to E/N is minimal. This follows from
the fact that the electrons are disturbed only in close vicin-
ity of the cathode, while at longer distances they are essen-
tially in quasi-thermal equilibrium with the indium atoms.
As E/N further increases, the oscillatory feature is enhanced,
as more and more electrons undergo inelastic collisions. How-
ever, the relaxation becomes dramatically slower and the
amplitude and period of oscillations are reduced. In particu-
lar, when the mean energy is increased to a level that energy
losses by inelastic collisions become continuous, the oscilla-
tory feature is reduced. The spatial profiles are then monotonic
and the transport properties relax to the spatially uniform states
without oscillations.

Figure 15 displays relaxation profiles of the mean energy
for a range of applied reduced electric fields E/N and indium
vapour temperatures 7', as indicated on the graphs. For a fixed
value of E/N and for increasing indium vapour temperature
T, we observe that significant changes in the spatial relaxation
profiles of the mean energy occur. The relaxation proceeds
much quicker and, if oscillations are present in the spatial
profile, they are quickly dampened. Even though the spatial
relaxation of the transport properties is distinctively depen-
dent on E/N, the oscillatory feature is clearly evident for the
lower vapour temperatures. As an illustrative example, for
E/N =4.6Tdand T = 0 K, we observe a sawtooth profile of
the mean energy, where the amplitude of oscillations reduces
slowly with the distance from the cathode (x). As the tem-
perature 7 is further increased to 1260 K and 3260 K, the
oscillations are first damped and thereafter entirely removed
from the spatial profile by 7 = 5260 K. Generally speaking,
the spatial relaxation of the mean energy and the other trans-
port properties is monotonic over the entire range of E/N
considered in the present work for the indium vapour tem-
perature of 5260 K. For T = 3260 K, the relaxation profiles
show reduced irregular oscillations, which are quickly damp-
ened with increasing distance from the cathode. Comparing
the spatial profiles at 7 = 0 K and 7 = 1260 K over a wide
range of E/N (not shown here), we have observed that a win-
dow of reduced electric fields, for which the mean energy and
transport properties exhibit oscillatory behaviour, is shifted to
lower values of E/N. This occurs because of the increase in
the mean energy as the indium vapour temperature 7 rises,
enhancing the energy losses due to inelastic collisions, which
in turn makes the discrete energy losses more continuous.

Figure 16 displays relaxation profiles of the mean
energy for E/N = 13 Td and an indium vapour temperature
T = 1260 K, assuming two different sets of initial conditions,
including the beam initial velocity distribution with mean ener-
gies of 0.1 eV, 1 eV, and 10 eV (the first row), and a Maxwell
velocity distribution with the same starting mean energies (the
second row). Generally speaking, for a certain value of E/N,
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Figure 13. Spatial relaxation of the mean energy for electrons in indium vapour over a range of E/N. The calculations are for a fixed indium
vapour temperature of 1260 K. x denotes the distance from the cathode.
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Figure 14. Spatial relaxation of the average velocity for electrons in indium vapour over a range of E/N. The calculations are for a fixed
indium vapour temperature of 1260 K. x denotes the distance from the cathode.

the spatial relaxation of the mean energy or any other transport
property will be different if the initial conditions for the elec-
trons at the cathode or the disturbing source of electrons are
different. On the other hand, the spatially uniform values of
the transport properties are independent of the initial values.
In the first row of figure 16, where the beam initial veloc-
ity distribution is used for the initial conditions, we observe
that increasing the mean energy from 0.1 eV to 1 eV does
not alter the spatial relaxation significantly. However, when the

initial starting mean energy is further increased to 10 eV, the
relaxation is much quicker, i.e. the relaxation length is much
less. In addition, we observe that the modulation amplitude
and the period of oscillations are also strongly affected. When
a Maxwell velocity distribution is used for the initial elec-
trons at the cathode (second row of figure 16), we observe that
increasing the starting mean energy from 0.1 eV to 1 eV damp-
ens the oscillations. Then the relaxation proceeds much faster
in comparison with the previous case, where the initial beam
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Figure 15. Spatial relaxation of the mean energy for electrons in indium vapour over a range of E/N and indium vapour temperatures 7. x

denotes the distance from the cathode.

velocity distribution was assumed in the calculations. Regard-
less of the initial conditions, if the mean electron energy is
much higher than the lowest thresholds for inelastic collisions,
then the elastic and inelastic collisions are essentially part
of the continuous energy loss processes. As a consequence,
the oscillatory feature is strongly suppressed and the relax-
ation towards the spatially uniform state is either monotonic or
quasi-monotonic.

Comparing now, in more detail, the spatial profiles in the
first and second rows of figure 16, it can be observed that
the relaxation proceeds much quicker if a Maxwell initial
velocity distribution is employed in the simulations. This is

clearly evident for the starting mean energy of 1 eV. This hap-
pens because, according to Maxwell’s velocity distribution,
the electrons can have a wider range of velocities, so the bal-
ance between energy gains from the field and losses in binary
collisions with indium atoms is achieved more quickly. In addi-
tion to the relaxation length, the modulation amplitude and the
period of oscillations are considerably smaller, indicating that
the spatial relaxation of electrons in indium vapour may be
governed by controlling the initial conditions of the electrons
at the cathode.

In the following, we restrict our discussion to the spa-
tially uniform transport properties in an idealised SST setup
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Figure 16. Spatial relaxation of the mean energy for electrons in indium vapour at £/N = 13 Td and an indium vapour temperature
T = 1260 K. The calculations are for two different sets of initial conditions, including the initial beam velocity distribution (first row) and a
Maxwell initial velocity distribution (second row), assuming starting mean energies of 0.1 eV, 1 eV, and 10 eV, as indicated on the graph. x

again denotes the distance from the cathode.

and their comparison with the hydrodynamic transport coef-
ficients. Using exponential growth curves for the number of
electrons under SST conditions, we calculated the density-
reduced ionisation coefficient. The SST ionisation coefficient
is compared with that derived from our hydrodynamic calcu-
lations using the well-known expression [60]

o)

where vion, W and Dy, are the ionisation frequency, bulk drift
velocity, and bulk longitudinal diffusion coefficient, respec-
tively. This comparison is shown in figure 17. For all indium
vapour temperatures and up to about 3000 Td, we observe that
the two sets of results agree very well, indicating the validity
of the expression (17). For higher values of E/N, however, we
do observe differences between the two sets of results.

The comparison between the mean energies calculated
under hydrodynamic and SST conditions is shown in figure 18.
Similarly, the comparison between the bulk and flux values
of the drift velocity and the SST average velocity is shown
in figure 19. The calculations were performed assuming the
usual indium vapour temperatures. For higher values of E/N,
we observe that the mean energy and flux drift velocity are
larger than the corresponding SST average velocity and SST
mean energy, respectively. On the other hand, the bulk drift
velocity dominates both the flux drift velocity and the SST
average velocity. This can be explained using the following
physical arguments: when the profile of the electron density
increases exponentially, with the distance in the direction of
the electric field force (see figure 12), then the diffusive flux
induced by this gradient is in opposite direction to the drift

_ w
2vi0N
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flux. As a result, the diffusive flux acts to reduce the drift
flux (or the field flux), and hence the SST average velocity is
less than the flux drift velocity. As far as the mean energy is
concerned, it is a combination of the spatially homogeneous
mean energy and the energy component induced by the diffu-
sive processes. The spatially homogeneous mean energy rep-
resents a balance of energy accumulated by electrons moving
in the electric field and the losses in binary collisions. Since
the diffusive flux is in the opposite direction to the drifted flux,
the electrons are forced to move against the field force, and
therefore their mean energy is reduced. As a consequence, the
SST mean energy is less than the corresponding hydrodynamic
mean energy. It should be noted that this behaviour of the mean
energy and average velocity in an idealised SST experiment
does not depend on the nature of the atomic gas. This can be
further generalized to molecular gases, but only for electron
energies for which the ionisation contributions are larger than
the losses due to electron attachment [40].

4.4. Development of an electron avalanche and its transition
into a negative ionisation front

In this section we investigate the development of an electron

avalanche and its transition into a negative ionisation front in

indium vapour. All simulations were started with the same ini-

tial Gaussian-type distribution for the electrons and positive
1 (x — 0.950)

ions
— ], (18
e""( 2 <o-os§>2> e

where [ is the distance between the imaginary electrodes and
Ry is the streamer radius, which is calculated to first order by
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Figure 18. Comparison between the mean energies calculated under hydrodynamic and SST conditions. Calculations are performed over a
broad range of E/N and indium vapour temperatures 7', as indicated on the graph.

taking into account the initial electron distribution width and
the spreading due to diffusion along the transverse direction.
The length of the system [ is an adjustable parameter, which
is determined by the requirement that the streamer velocity
relaxes to a stationary value. The externally applied electric
field is positive in the x direction, and hence the ionisation
fronts propagate to the left. Unless otherwise specified, the
simulation results are presented from the 1.5D (axisymmet-
ric) model, in which the radius of the streamer is assumed to
be fixed.

Figure 20 exhibits the development of an electron avalanche
and its transition into a negative ionisation front for
E/N =270 Td and various indium vapour temperatures, as
indicated on the graph. The calculations were performed using
the bulk transport coefficients as input into the system of
fluid equations (13) and (14). The development of an elec-
tron avalanche, and its transition to a negative ionisation front,
occurs here in the same manner as in other gases [52, 61-64].
In the early stage of development, where there are no space-
charge effects, the dynamics of the electron avalanche and
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Figure 20. The formation and propagation of a negative ionisation front in indium vapour for E/N = 270 Td and various indium vapour
temperatures. The calculations are performed using the bulk transport coefficients as input to the classical fluid model.

its spatial and temporal evolution is described by the diffu-
sion equation. The solution of the diffusion equation in free
space, and far away from the physical boundaries, is a Gaus-
sian pulse, the peak of which drifts with the bulk drift velocity
and diffuses around the centre of mass according to the val-
ues of the diffusion coefficient [65]. The electrons drift in the
opposite direction to the electric field, while the positive ions
are effectively motionless, since the mobility of the electrons
is much higher than the mobility of positive ions on the time
scales we consider in this work. As a consequence, charge sep-
aration occurs and the effects of the space charge develop,
which screen the external electric field in the streamer inte-
rior. Since the simulations were performed in 1.5D, the space-
charge effects do not fully screen the external electric field
behind the streamer front. At the same time, at the front of the

streamer, we observe a characteristic field enhancement, which
can lead to the appearance of runaway electrons. In any case,
as the temperature of the indium vapour rises, the electron den-
sity and the streamer velocity increase. This can be explained
by the fact that, as the temperature increases, the concentra-
tion of metastables and the ionisation coefficient are increased,
which in turn accelerate the propagation of the streamer.

In order to better observe the effect of the indium vapour
temperature on the spatial and temporal evolution of the elec-
tron density in the streamer channel, we show in figure 21 the
formation and development of a negative streamer in 1D. The
boundary conditions for the numerical solution of the fluid
equations are modified: for x = 0 we use a homogeneous Neu-
mann boundary condition, to ensure that the electrons that
arrive at this boundary may flow out of the system, while for
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Figure 21. The formation and propagation of a negative ionisation front in indium vapour for £/N = 100 Td and various indium vapour
temperatures. The calculations are performed using the 1D-set up and the bulk transport coefficients as input to the classical fluid model.
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Figure 22. The formation and propagation of a negative ionisation front in indium vapour for E/N = 770 Td and T' = 1260 K. The
calculations are performed using the bulk and flux transport coefficients as input to the 1.5D classical fluid model.

x = d we employ a homogeneous Dirichlet boundary condi-
tion in order to prevent the outflow of electrons from the sys-
tem. Bulk transport coefficients were used as input data for the
fluid equations. In this case we can observe in figure 21 that
streamers at different indium vapour temperatures propagate
on completely different time scales. When the full streamer is
formed, we may observe a characteristic overshooting effect
in the profile of the electron density at the streamer front.
Comparing results from the 1D and 1.5D models, the electron
density decreases more slowly in the streamer interior behind
the front. For an indium vapour temperature 7 = 5260 K, we
observe an increase in the electron density at the trailing edge
of the negative streamer, where the external electric field is
completely screened. This is due to the fact that electrons,
even in the limit of thermal energies, where the electric field
is entirely screened, may ionize indium atoms in both the
ground and metastable states. Similar effects were observed

at lower temperatures, but in this case it was necessary to fol-
low the streamers through space and time much longer. The
complete screening of the electric field in the streamer chan-
nel is one of the important features distinguishing the results
of our simulations in 1D and 1.5D.

Figure 22 illustrates the formation and propagation of a
negative ionisation front, under the influence of an exter-
nally applied reduced electric field Eo/N of 770 Td. Cal-
culations were performed for an indium vapour temperature
of T = 1260 K, using the flux and the bulk transport coeffi-
cients as input into the system of fluid equations (13) and (14).
Figure 22 clearly indicates that the ionisation front at a time
of 32 picoseconds, obtained with the bulk drift velocity and
the bulk longitudinal diffusion coefficient, is wider while its
height is less than with the flux transport coefficients. Similar
results were found for ionisation fronts in the 1D configuration
and in other gases [52, 61, 64]. As the ionisation rate is the
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Figure 23. Velocities of planar 1D ionisation fronts as a function of the reduced electric field. The bulk and flux drift velocities of electrons

are also included.

same in both cases, figure 22 can be explained by the fact that
the bulk drift velocity and the longitudinal diffusion coefficient
are larger than the corresponding flux data. Thus, in the early
stage of evolution, the motion and diffusion of the centre of
mass are faster with the bulk transport coefficients. The same
trend continues after completing the transition of an electron
avalanche into a negative streamer and during its propagation.

Besides the ionisation level in the streamer interior and the
field enhancement at its front, the front velocity is one of the
most important streamer properties. It is calculated by follow-
ing the evolution of a certain level of the electron density at the
ionisation front [52, 61, 64]. For ionisation fronts in indium
vapour, and for the range of reduced electric fields and vapour
temperatures considered in the present work, we observed
that after the initial stage of acceleration, deceleration follows
towards the quasi-stationary state, where the streamer velocity
does not change in time. For planar ionisation fronts in 1D, the
velocity of the streamer may be calculated using the following
analytical expression [62, 66, 67]:

v = WE)E + 2+/D(E) (E) Ea(E).

Here w(E) is the electron mobility, E is the electric field
strength, Dy, is the longitudinal diffusion coefficient, and « is
the first Townsend ionisation coefficient. Figure 23 shows a
comparison between the streamer velocities we obtained in our
simulations and those based on the analytic expression (19).
The motivation behind using the analytical expression (19) is
that, in principle, one may attempt to use swarm data to calcu-
late the streamer velocity. The same figure shows the variation
of the bulk and flux drift velocity with E/N. We observe that

19)

the streamer velocity exceeds the bulk and flux drift veloci-
ties by more than a factor of two for the largest E/N displayed
here. This is one of the common features of streamers in neu-
tral gases [52, 61, 64] and atomic liquids [68]. The velocity of
a negative planar ionisation front is determined by the com-
bination of the electron velocity and the ionisation rate in the
streamer head. In addition, the ionisation front is pushed fur-
ther forward due to a strong diffusive flux, which is induced
by the strong gradient in the electron density.

The front velocities we obtained in our simulations and
those calculated using the analytical expression (19) agree very
well. Regardless of the indium vapour temperature, the differ-
ence between the two sets of data is most pronounced for the
highest E/N value. Finally, we note that the velocities obtained
with the bulk data are always larger than those evaluated by the
flux data.

5. Conclusions and outlook

We studied the electron transport and propagation of negative
ionisation fronts in indium vapour. Among many important
points, the key results originating from this work are:

(a) We utilize the available ab initio electron impact cross
sections for elastic, inelastic, and ionisation processes in
indium vapour [39]. Those calculations were performed
for indium atoms in the ground state (5s>5p)*P; /2 and the
close-by metastable state (55*5p)>Ps .

(b) Cross sections for superelastic collisions were calculated
by applying the principle of microscopic reversibility and
detailed balance in a thermal equilibrium. The fractional
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populations of the excited metastable state (55*5p)*Ps ),
were calculated over a range of indium vapour tempera-
tures, and the mixtures of indium atoms in the ground state
and the metastable state were made and prepared as input
for our Monte Carlo simulations of electron transport.

(c) Using a Monte Carlo simulation technique, the electron
swarm transport coefficients were calculated over a range
of reduced electric fields E/N and indium vapour tem-
peratures, 7, under hydrodynamic conditions. We iden-
tified three distinct regimes of electron transport. In the
vapour-dominated regime, the velocity distribution func-
tion was approximately thermal Maxwellian, while the
electron swarm transport coefficients were distinctively
dependent on the indium vapour temperature. The inter-
mediate regime was characterized by a non-Maxwellian
velocity distribution function, but the electron swarm
transport coefficients were to a large extent still found to
depend on the indium vapour temperature, 7. For higher
values of E/N, we noticed that the influence of the indium
vapour temperature on the velocity distribution func-
tion and transport coefficients was minimal. Under those
condition, the velocity distribution function significantly
deviated from a thermal Maxwellian.
(d) The initial Monte Carlo code was extended and gener-
alized to consider the spatial relaxation of the electrons
and transport under non-hydrodynamic conditions in an
idealised SST experiment, when the background gas is
heated to high temperatures. It was demonstrated that the
spatial relaxation of the mean energy and average veloc-
ity was controlled by the nature of the collisional energy
loss process in question. It was also shown that the nature
of the spatial profiles could be controlled by varying the
temperature of the indium vapour, with the oscillations
along the decaying profile being suppressed by increas-
ing the indium vapour temperature. Similarly, it was
observed that different initial conditions altered the spatial
profiles, including the modulation amplitude, relaxation
length, and the period of oscillations. The spatially uni-
form values of the mean energy and average velocity were
compared with the corresponding hydrodynamic values.
Likewise, the ionisation coefficient evaluated directly
from an idealised SST experiment was compared with
the value estimated using the hydrodynamic results of the
ionisation rate, drift velocity, and longitudinal diffusion
coefficient. That two sets of data agreed very well except
for the highest E/N. The disagreement between the two
sets of data for higher values of E/N was addressed using
physical arguments.

(e) Employing the classical fluid model, which was imple-
mented within the 1D and 1.5D setups, we investigated
the development of an electron avalanche and its transi-
tion into a negative ionisation front. The transition from
an electron avalanche into a negative streamer occurred
faster with increasing indium vapour temperature. The
streamer properties, including the front velocity, the field

20

enhancement at the streamer front, the ionisation level
behind the front, and the overall distribution of the elec-
tric field, depend on the indium vapour temperature and
the level of presence of metastable indium atoms. This
was especially pronounced at lower values of E/N, where
the differences in the ionisation coefficient were large at
different indium vapour temperatures. Streamers obtained
in simulations with bulk transport coefficients were faster
than those with flux transport coefficients, indicating that
the nature of the transport coefficients in plasma mod-
elling must be carefully considered before their direct
application.

Regarding future studies, the cross sections for electron
scattering in indium vapour might be gainfully applied to
the modelling of electron transport in radio-frequency elec-
tric and magnetic fields. It would be interesting to consider,
for example, the influence of indium metastable states on the
temporal profiles of the transport coefficients, especially under
conditions in which resonant absorption of energy in the oscil-
lating radio-frequency electric and magnetic fields takes place
[69]. Another logical extension of the current work in indium
vapour would be to consider resonances induced by spatial
non-locality, as investigated recently for electrons in argon and
its mixtures with N, [70]. In the context of further streamer
studies, it will be challenging to study the occurrence of non-
local effects in the profile of the mean energy, in the streamer
interior behind the propagating front, and in the branching
of the streamers, by carrying out particle-in-cell/Monte Carlo
simulations [71] and/or employing a high-order fluid model
[52]. Likewise, another remaining step to be taken is to under-
stand the effects of the breakdown voltages on the parame-
ters of the equivalent circuit in high-intensity discharge lamps,
where the cathode-directed streamers and the kinetics of the
positive indium ions should be carefully considered. All the
above applications will remain the focus of our future work.
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Abstract

The pulsed-Townsend (PT) experiment is a well known swarm technique used to measure
transport properties from a current in an external circuit, the analysis of which is based on the
governing equation of continuity. In this paper, the Brambring representation (1964 Z. Phys.
179 532) of the equation of continuity often used to analyse the PT experiment, is shown to be
fundamentally flawed when non-conservative processes are operative. The Brambring
representation of the continuity equation is not derivable from Boltzmann’s equation and
consequently transport properties defined within the framework are not clearly representable
in terms of the phase-space distribution function. We present a re-analysis of the PT
experiment in terms of the standard diffusion equation which has firm kinetic theory
foundations, furnishing an expression for the current measured by the PT experiment in terms
of the universal bulk transport coefficients (net ionisation rate, bulk drift velocity and bulk
longitudinal diffusion coefficient). Furthermore, a relationship between the transport
properties previously extracted from the PT experiment using the Brambring representation,
and the universal bulk transport coefficients is presented. The validity of the relationship is
tested for two gases Ar and SFg, highlighting also estimates of the differences.

Keywords: pulsed townsend experiment, transport coefficient definition, pulsed townsend
governing equation, kinetic theory, Brambring’s equation

(Some figures may appear in colour only in the online journal)

1. Introduction physics, from atmospheric processes through to medical imag-
ing and therapies [2—21]. For the well established swarm
experimental techniques, the various experimental parame-
ters (such as temperature, sample purity, uniformity of the
* Author to whom any correspondence should be addressed. applied field, ...) are assumed to be highly accurate (within
Original content from this work may be used under the terms  the reported error bars), and the techniques for extracting the
BY of the Creative Commons Attribution 4.0 licence. Any further .. .
measured quantities are generally considered to be well under-
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The use of accurate electron swarm transport coefficients
in simulations has wide ranging implications for modelling
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extraction of transport parameters/coefficients is essential as
this explicitly impacts upon the accuracy of swarm-derived
cross-sections [22—43] that may be subsequently used directly
for modelling of gas and liquid-phase transport [12, 13], or
the direct application of electron swarm transport coefficients
in fluid modelling of plasmas [3, 44]. As such, high accu-
racy is required in both the measurement and definition of the
transport coefficients to ensure applications in technology and
medicine can be made with confidence.

Transport coefficient definition/measurement was an active
area of debate in the 1960—1990s [45—54], and misunderstand-
ings still exist [30]. For example, it is important to under-
stand that different swarm experiments operate in different
regimes—time of flight (TOF) and pulsed-Townsend (PT) for
example in the hydrodynamic regime, where the space-time
dependence of all quantities can be projected onto the number
density, n (r, ) [55], while the steady state Townsend (SST)
approach operates in the non-hydrodynamic regime, where
one has to treat the space (r) and time (f) dependence more
generally [47, 56].

In the hydrodynamic regime, there are two fundamental
types of transport coefficients, which we call flux and bulk'®.
The flux coefficients are defined through well-known flux-
gradient relationships, such as Fick’s law. The bulk coeffi-
cients, however, are defined through the diffusion equation,
which applies, for example, to the analysis of the various mea-
sured currents in both the TOF and PT experiments. Thus we
can say quite generally, without reference to the specific form
of the solution of the diffusion equation, for any experiment
amenable to a hydrodynamic description, that it is the bulk
quantities which are extracted and therefore it is these which
are tabulated in the literature. On the other hand, the SST
experiment is inherently non-hydrodynamic, and measures the
microscopic Townsend ionisation coefficient, o, through the
particle density relation n ~ exp(az). The SST experiment
cannot be analysed through the diffusion equation [57], and
therefore does not measure any of the hydrodynamic transport
coefficients.

In spite of much discussion over the past 30—60 years
[45-54], there does, however, remain some residual confusion
about what transport coefficients/properties are extracted from
the PT experiment, and how they relate to the standard flux
and bulk transport coefficients'!. Currently, the PT experiment
is one of the swarm methods in active use, with key groups in
Switzerland [58, 63] and México [32, 68], as well as the scan-
ning drift tube experimentin Hungary [69—71] and the double-
shutter drift tube experiment in Japan [72], which provide
much of the present-day electron swarm data. Consequently, it
is essential that the transport properties extracted from the PT

10 While some associate them with particular experiments, such nomenclature
hides their fundamental nature [50].

! With regard to the extracted coefficients, we note that while some PT analy-
ses report ar/ng (the macroscopic form of Townsend’s first ionisation coeffi-
cient), the quantity R, has been extracted directly by Franck and co-workers
[58—64] and Ridenti ez al [65], reported for the PT measurements of Aschwan-
den [66] (along with crr/ng) when analysis of the current transients was hin-
dered by the strong electron attachment, and in Phelps and Pitchford [67]
measurements were transformed to Ry, to illustrate a few examples.

experiments are identified correctly. This represents the focus
of the current study.

We begin this paper with a brief review of fundamental
swarm transport theory and definitions in section 2, in order
to revisit the vexed issue of transport coefficient definition in
relation to the PT experiment and their relation to transport
coefficients which are derivable from the Boltzmann equation.
We demonstrate that the Brambring form of the continu-
ity/diffusion equation [1] generally used to analyse the PT
experiment is fundamentally flawed when non-conservative
processes are operative. A general solution of the full diffu-
sion equation has long been available in the literature [73, 74],
and in section 3 we specifically show how it can be adapted
to the PT experiment to extract the standard definitions of
the transport coefficients with firm foundations in kinetic the-
ory. With our focus on the PT experiment, in section 3 we
demonstrate that the existing transport property measurements
extracted from PT experiments using the fundamentally flawed
Brambring equation for the current in the external circuit [1],
can be transformed to the standard bulk transport coefficient
definitions. Transformation of existing measured PT transport
properties, for the particular examples of Ar and SFg, are pre-
sented in section 4 and compared with the bulk transport coeffi-
cients extracted from TOF experiments and calculated using a
multi-term solution of Boltzmann’s equation. Thereafter, some
concluding remarks are drawn in section 5.

2. Theory

2.1. The exact continuity equation, the hydrodynamic regime
and the diffusion equation

The exact continuity equation can be derived either from first
principles, or from Boltzmann’s equation:

%f+v~Vf+a-%:—J(f), (1)
for the phase-space distribution function, f(z, v, f), a function
of velocity v and time ¢, with spatial gradients taken along
the z axis, and acceleration a due to external forces, with col-
lisional processes represented by Boltzmann’s collision inte-
gral J. Integrating equation (1) over velocity space yields the
continuity equation (here, in one dimension):

on OI'
ot + 372 = S8(z,1), 2)

where n(z, t) is the charged-particle density, ['(z, ) = f v, f(z,
v, t)dv is the charged-particle flux in the external field direc-
tion and the right-hand side is the rate of production of
particles, given by S(z,) = [ Jnc(f)dv, the integral of the
non-conservative collision operator, Jxc, for processes such as
attachment and ionisation.

Swarm experiments are traditionally designed to operate
in the hydrodynamic regime [2, 44, 75]. In this regime, the
space-time dependence of f(z, v, ) is a function of the number
density (n), and can be expressed in terms of a density gradient
expansion:
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an(z, )

fzv,0)=nz0f%%) - fPw)——

4 O )8 ”(Z”) T 3)

while normalisation requires | f (D('v)dv = 0jo. Hence, the
flux and source terms in the continuity equation (2) can be
identified with:

on o?
I'(z,t) =nW — DLa —|—CL n__|_...’ 4)
S(z,1) = NRyet — S(l)gn n S(z)g ;’ +o.n, (5)

where (; is the longitudinal component of the third-order
transport coefficient tensor (the skewness tensor) [76].
Equation (4) is familiar as a generalisation of Fick’s law. The
flux drift velocity and the flux longitudinal diffusion coef-
ficient are designated W and D, respectively, with the net
(or effective) production rate given by Ryeq = Rjonis — Raw- The
flux transport properties in (4) and non-conservative source
terms in (5) can be written in terms of the appropriate inte-
grals of the £ appearing in equation (3), or otherwise [51,
56,77, 78].

Substitution of equations (4) and (5) into equation (2), and
grouping coefficients of gradients in the number density, yields
the standard diffusion equation, when higher order terms in the
hydrodynamic expansion are neglected:

on
072

on on

LWy —D
3t+ 55, B.L

= nRye, (6)

where we define the bulk (B) transport coefficients in terms
of the flux coefficients and the corrections due to the non-
conservative source terms:

Wz =W+ SO, @)
Dg; = D; + 5. (8)

In a drift tube experiment, SV and S® can be interpreted as
modifications to the position of the centre of mass and spread
about the centre of mass, respectively, arising from non-
conservative processes. In general,

s = / Ine(F D)o, ©)

s = / Ine(f)dv, (10)

Swarm experiments operating in the hydrodynamic regime
may be analysed on the basis of the diffusion equation and
hence generally sample the bulk transport coefficients. The
solution of the diffusion equation for various experimental
arrangements, e.g., for sources distributed in space and/or
emitting for finite times, can be found by appropriate inte-
gration of this fundamental solution over space and/or time
respectively, as we highlight below.

2.2. Townsend'’s first ionisation coefficient(s) and the
fundamentally flawed Brambring equation of continuity

The Townsend ionisation coefficient is generally defined under
steady state conditions. Confusion over the definition of the
Townsend coefficient has however existed for an extended
period, with the article by Crompton [45] representing a great
overview and attempt to address this issue. In short, there are
two definitions of the Townsend ionisation coefficient. The
macroscopic version of Townsend’s first (net) ionisation coef-
ficient, arr, (Which s the difference of the ionisation and attach-
ment (often referred to as 7)) coefficients), is defined by the
relation to the particle flux (or current):

(1)

The microscopic version of the Townsend (net) ionisation
coefficient, «, is defined by the relation to the density:

I' ~exp(arz).

n(z) ~ exp(az). 12)

The two definitions are quite different, as are their relation-
ships to the other transport coefficients and to each other, as
we explore below.

The PT experiment [58, 79—82] may be analysed using
the diffusion equation (6). On the other hand, the continuity
equation proposed by Brambring [1] is:

on O
= arl, 13
or oz 0z T (13
that is equation (2) with a source term:
S = arl. (14)

It is unclear from the Brambring paper [1] which form of the
Townsend ionisation coefficient was proposed in their con-
tinuity equation, and perhaps their equation defines its own
form of the Townsend ionisation coefficient. We do highlight,
however, that the steady-state solution of equation (13) for the
flux is consistent with the macroscopic form of the Townsend
coefficient (11) and hence we use that form in the Brambring
representation of the equation of continuity. This is a nota-
tional issue, however, which does not impact the following
arguments.

Most importantly, the Brambring form of the continuity
equation (13) is not derivable from the Boltzmann equation (1),
except in the trivial case of no ionisation or attachment, where
S = 0. To illustrate issues associated with the Brambring rep-
resentation of the equation of continuity (13), let us con-
sider a very simple benchmark system: elastic scattering with
an attachment process with a collision frequency, v, that
is independent of energy. From the Boltzmann equation, the
attachment collision operator has the form: Ju(f) = var f.
The source term in the exact continuity equation (2) in the
hydrodynamic regime takes the form:

S(z,0) = / [Vetast () + Ja ()] dv

=0+ vy / {nf“’)(v) - f<”<v)g—’;
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0%*n
+f(2)(’0)87Z2 +-- ] dv
_ ©) 0 on
= NVqt f ('U)d’U — Vatt f (v)dva_
Z

82
+ Vau / f(z)(v)dva—z}; + -

=V +04+0+---, (15)
where the last line follows by virtue of the normalisation condi-
tion on the f O and J4, denotes the elastic collision operator.
In this case, S(z, 7) is proportional to the density with no con-
tributions arising from the derivatives of the density. This is
inconsistent with the Brambring form for the source term (14),
which would have additional first and second order density
spatial derivative contributions which are independent of the
energy dependence of the non-conservative processes, viz sub-
stituting the expression for the flux I' into equation (14). Phys-
ically, if the attachment collision frequency is independent of
energy then it cannot modify the position of the centre of mass
(first moment of the density) nor the rate of spread/diffusion
(second moment of the density) of the pulse. In contrast, the
Brambring equation has explicit modifications to both of these
moments of the pulse, whenever there are non-conservative
processes operative, irrespective of the energy dependence of
the non-conservative collision frequency.

While the Brambring representation of the equation of con-
tinuity is thus fundamentally flawed from a physical view-
point, in the following sections, we highlight how to relate
the transport properties extracted from the PT experiment via
an analysis using the Brambring representation of the conti-
nuity equation (and related equation for the measurable cur-
rent in the external circuit), with the standard definition of the
transport coefficients from a Boltzmann equation/kinetic the-
ory perspective. This will have importance for the application
of PT transport properties in fluid/moment models of plasmas
for example, as well as for the extraction of cross-sections
through the swarm inversion process.

3. Interpreting transport coefficients from the
measured current in the pulsed-Townsend
experiment

3.1. Solution of the standard diffusion equation

Firstly, consider an idealised TOF experimentin a finite geom-
etry 0 < z < L, in which a sharp pulse of ny charge carriers is
released from a source plane z = zp at time t = fo, i.e.,

n(z, t) = nod(z — 2o)- (16)
The solution of the diffusion equation (6) for zo =0, tp =0

and infinite geometry (L — o0) is the well known travelling
pulse [2, 53]:

n(z,t) =

o eXp Roatt) {_(Z—WB’V} (17)

\/ 47TDB,L[ 4DB,LI

In finite geometry, assuming perfectly absorbing boundaries,
and

n(0,1) =0 =n(L, 1), (18)

the solution of the diffusion equation may be obtained using
the Poisson summation theorem [73, 74] as,

no

( 0> 10) TrDrs =10 p

1% 1
X {Rnett—k B [Z —20— =Wp(t— to)] }

2Dp, 2
- (z — 20 — 2jL)
8 j;m {exp {_ 4Dp 1. (1 — 1) }
(z+20 — 2jL)*
— exp {— 74DB,L =10 } } . (19)

One can consider more elaborate boundary conditions, how-
ever for the current study the simplified boundary conditions
(18) are sufficient.

It is convenient for the purposes of the following discussion
to consider the situation where the left hand boundary recedes
to —oo. This may be achieved mathematically by an appropri-
ate transformation of coordinates, in which L now denotes the
distance of the right hand boundary from the source, which is
now located at the origin of coordinates. Equation (19) then
becomes, with ty = 0,

no exp (Rnett + yv)v—:_L (z— %Wgt))

\/ 47TDB,LZ‘

X < eX — Z2 — X — 7(Z _ 2L)2
p 4DB,LZ‘ p 4DB,Lt ’

(20)

n(z,t;L) =

describing the spatio-temporal variation of n(z, t) in a TOF drift
tube.

3.2. Extracting bulk transport coefficients from the
pulsed-Townsend experiment

Consider now the PT experiment—a plane parallel swarm sys-
tem where all spatial variation is confined to the z direction,
normal to the electrodes. Under typical measurement condi-
tions, the transit time of the electrons is much less than the RC
time constant of the circuit [2] and the current in the external
circuit is given by:

g [t
I:Z/ I'(Z,nd7. 21

0

Using Fick’s law (4), this can be written in terms of the
transport coefficients and is given by:

L
1) = % / n(z. 0z, 22)
0

where the diffusive contribution has been eliminated due to the
relation:
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L on
/ D;— dz = Dyn(L) — Dy n(0) = 0, (23)
0 0z

for perfectly absorbing boundary conditions. It follows from
(22) that the measurable current in the external circuit is
given by:

w Wyt — L
1) = "2 expRoat) { [1— ¢ \/ZT—z
B,L
Wpg Wgt + L
+ ex — | L — | =1 s
P ( [DB,L] > ¢ \/4Dgp 1

(24)

where ¢ represents the error function. Hence, full current tran-
sients for the current in the external circuit of the PT experi-
ment fitted to equation (24) can yield the bulk transport coef-
ficients: the net ionisation rate coefficient R,et = Rionis — Ratt»
the bulk drift velocity Wp, and the bulk diffusion coefficient
Dg ;. Even though the current scales with the flux drift veloc-
ity, W, the time-dependence of the measured current is deter-
mined by the bulk transport coefficients—Ry, Wp and Dp 1
via (24). This is consistent with the conclusions of Blevin and
Fletcher [50] and Robson [53]. If the initial number of elec-
trons is known, then we can also simultaneously extract the
flux drift velocity from an analysis of the current in the exter-
nal circuit. This provides an additional transport coefficient
that can be used for cross-section fitting/extraction from swarm
experiments.

4. Relating existing PT transport properties to the
standard transport coefficient definitions

Given the wealth of experimental work and associated extrac-
tion of transport properties and fitting of cross-sections to the
PT data, the obvious question remaining is how do we relate
the PT experimental transport properties to the transport coef-
ficients which are grounded in the Boltzmann equation/kinetic
theory.

Here, we return to the Brambring representation of the
equation of continuity (13) and find the equivalent expression
for the current in an external circuit!2. If we substitute Fick’s
law expression (4) into the Brambring equation (13) (retaining

12 While the functional form of the current in the external circuit and its rela-
tion to the transport coefficients can be a source of uncertainty, these are dis-
tinct from the uncertainties that can typically be obtained from approximate
analysis of the current in the external circuit. Indeed, some analyses have used
quite simplified approaches to extract the various transport properties from the
current in the external circuit [58, 65, 79, 83—85], which may lead to further
issues.

For example, extracting W, through dividing L by the measured electron transit
time, T, where the transit time is defined as the difference in times between the
measured current’s rise and fall to the respective half values. This is a measure
of a drift velocity, but not one that is consistent with the flux or bulk drift veloc-
ities, or equation (24). Using that W to then determine any further parameters
(e.g. ar or Dp) will further propagate uncertainties in the other derived coeffi-
cients/parameters. Non-linear curve fitting to the full equation (24) should in
fact be performed (as in, for example, reference [81]) in all cases.

only first order terms in the density gradient expansion'?), on
re-arranging we obtain the diffusion-type equation:

(25)

The tildes here denote transport properties arising from the
Brambring representation of the diffusion equation. Since the
Brambring representation of the equation of continuity (13)
is not derivable from Boltzmann’s equation/kinetic theory, the
terms drift velocity, diffusion coefficient and alpha as defined
by the Brambring representation do not have a standard kinetic
theory definition (i.e. are not representable in terms of an inte-
gral of the phase-space distribution function and hence can-
not be found directly in terms of a solution of Boltzmann’s
equation or Monte Carlo simulation) when non-conservative
processes are operative and hence may not have the standard
meaning of drift velocity, diffusion, etc, under such conditions.

Following the same procedure as above, but using the
Brambring representation of the diffusion equation (25)
instead of the conventional diffusion equation (6), it follows
that the functional form of the current in the external circuit is
given by:

I(t) =

noqu exp (GrWt)

(W + arDp)t — L

\/ 4DL[

W + éarD
+ exp ([—BQT L} L)
L

(W + arDp)t+ L
vV 4DLI

This is the same expression as that from the original Bram-
bring paper (see equation (12) of reference [1]) and used by the
experimental groups [58, 79, 83, 84], expressed using the PT
transport properties. It is important to note that the W appear-
ing in the first factor on the rhs of equation (26) is the flux drift
velocity W, not the bulk drift velocity Wy or the PT transport
property W.

The key to relating the PT transport properties to the
standard transport coefficients is to understand how they are
extracted from the fitting of the current in the external circuit
in a typical analysis of the PT experiment. The expression for
the current in the external circuit, whether it be the expression

X 1—¢

o} -1 (26)

In addition, extracting & from the rising component of the measured current
[58] (and W from the earlier step) fails to capture the diffusion contributions
to the current in the external circuit.

Using these simplified processes to establish initial estimates of the parame-
ters, to start the non-linear curve fitting of the measured current (as in reference
[81], for example) is, however, good practice.

13 This representation of the current in the external circuit fails to capture the
second order contributions to the source term and hence the equation cannot be
an accurate representation of the experimentally measured current in the exter-
nal circuit when the product aep(; becomes appreciable relative to D;. While
measurement of the skewness term has not been performed to date, many tran-
sient and stationary effects may skew the profile and require consideration [76,
86, 87].
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arising from the diffusion equation (24) or the expression aris-
ing from the unphysical Brambring equation (26), takes the
same general form, i.e. is mathematically equivalent:

I(t) = a exp (b1) { [1 —¢ (%)]
ron([51) [ (%) 1} e

where a, b, ¢ and d can be found from the non-linear curve
fitting procedure and are related to the standard bulk trans-
port coefficients/PT transport properties through comparisons
with equations (24)/(26), or equivalently through comparison
of equations (6)/(25). If in the previous analyses of PT exper-
iments expression (26) has been fitted to the current in the
external circuit, it then follows that the PT transport properties
(61, W, D) can be related to the bulk transport coefficients
(Ruets Wg, Dp ) via':

Rnet - é'CT‘X/ - b, (30)
Wg =W + arDy = c, 31)
D, =Dy =d. (32)

If the initial number of electrons ng is measured accurately,
the fitting parameter a can provide a technique to measure the
flux drift velocity, W—the first experiment able to do so!

We now consider some examples, transforming the
PT transport properties extracted from existing PT mea-
surements, through implementation of the theoretical
relationships (30)-(32), in order to compare with the
bulk transport coefficients which have firm foundations in
kinetic theory/Boltzmann’s equation. TOF measurements are
included as measurements of bulk coefficients since they are
analysed according the diffusion equation (6). It is important
to note:

e The relationships (e.g. Wy = W+ dTDL) are presented
only when all transport properties from the PT experiment
(VV, ar, DL) are available from a single study to do the
transformation.

e The intent of this section is purely to highlight the validity
of the relationship between the PT transport properties and
the bulk transport coefficients. Hence,

— We do not preference any particular measurement
technique over the other, but rather focus on the pre-
sentation of coefficients with firm theoretical founda-
tions. Assessment of the quality of any experimental
measurements is beyond the scope of the present
work.

41t is important to make the distinction that the relationship (30),
Ry = a7 W, is valid for the PT transport properties ¢ and W. The relation-
ship between R, the SST o and the bulk transport coefficients, however, is
given by [53, 56].

Ruee = arWp — aiDpy + - - - (28)
which, in the limit of small diffusion, may be approximated by
Rnsl ~ aTWB- (29)

— Transport coefficient calculations are obviously
dependent on the cross-section set used. The calcu-
lations presented here are for comparison with the
transformed PT results and should not be interpreted
as the reference for quality of the experimental results
or analysis.

— The error propagation associated with the application
of the theoretical relationships (30)—(32) on exist-
ing PT transport properties results in large error bars.
Ideally, reanalysis of the PT experiment current tran-
sients according to equation (24) would be preferred,
if available, for appropriate determination of experi-
mental error.

In the following subsections we present the results for Ar
and SFe¢. Ar is considered somewhat of a benchmark gas
known for high accuracy measurements and well known cross-
sections [33], while SF¢ provides a good example of when
the differences are quite important due to its strong electron
attachment and ionisation.

The numerical methods employed in the solution of
Boltzmann’s equation (1) for the calculated coefficients have
been described in detail previously, and the reader is referred
to references [88, 89].

4.1. Argon

Figures 1 and 2 present some of the available experimen-
tally measured bulk drift velocities, Wg, and ionisation rate
coefficients, Rjonis, for electron swarms in Ar. In the upper
panel of figure 1, the W transformed via the theoretical rela-
tionship (31) from the W extracted from the PT experiment
of de Urquijo et al [90] and Hernandez-Avila et al [91, 92]
are shown with the Wz measured from the TOF apparatus of
Kiictikarpaci and Lucas [93, 94] and Nakamura and Kurachi
[37], and the W from the scanning drift tube measurements of
Korolov ef al [69]. Measurements of W are sparse in the E/ng
region where the transformation is most pronounced, although
the trend of the de Urquijo et al Wp lies somewhat above the
highest Wy datum of Nakamura and Kurachi [37] at 50 Td,
the Kiiciikarpaci and Lucas [93, 94] W at around 150 Td, and
the measurements of Korolov et al [69]. In contrast, both the
W and W5 measurements of Hernéndez-Avila et al [91, 92]
tend to lie below the 50 Td Nakamura and Kurachi [37] value
and the measurements of Korolov et al [69], with the highest
E /nyp measurement of Kiiciikarpaci and Lucas [93, 94] in good
agreement with the transformed Wp. For Ar, the W and W dif-
fer by up to 4.2% for the de Urquijo ef al [90] measurements
and up to 8.2% for the Hernéndez-Avila et al [91, 92] mea-
surements, due to the relative magnitudes of the Dp; and &
(as shown in figure 11 of de Urquijo et al [90]), the difference
increasing with E/ng. These results highlight the accuracy of
the PT measurements and associated analysis in reference [90].

The bulk and flux drift velocity calculated using the cross-
section set extracted from Magboltz [95] are also displayed in
figure 1 for comparison. While these calculations are depen-
dent on the cross-section set utilised, good agreement is
observed between the calculated W and the Wp transformed
from the PT measurements of de Urquijo et al [90].
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Figure 1. The drift velocity for electron swarms in gaseous argon.
For the PT measurements, the bulk drift velocity W has been
transformed from the PT measurements of W through the theoretical
relationship (31), and is denoted by the asterisk (*). (Upper) The
Wp transformed from the PT measurements of de Urquijo et al [90]
(transformed using the D first reported in reference [97] although
recorded with the W and ar reported in reference [90]) and
Herndndez-Avila et al [91, 92] are compared with the W TOF
measurements of Kiiciikarpaci and Lucas [93, 94] and Nakamura
and Kurachi [37], and the Wp from the scanning drift tube (SDT)
apparatus of Korolov et al [69]. (Lower) The ratio of the
PT-measured to bulk drift velocities, W/Wjp, for the measurements
of de Urquijo et a/ [90] and Herndndez-Avila et al [91, 92].
‘Calculated’ represents the flux and bulk drift velocities calculated
from a solution of the Boltzmann equation using the cross-sections
extracted from Magboltz [95].

The lower panel of figure 1 displays the ratio of the PT
drift measurement to the bulk drift velocity, w /Wg. The ratio
illustrates the difference between the drift velocities, which
increases with increasing E/ny, as expected from the increas-
ing magnitude of the arD; term.

Figure 2 shows a comparison of Rjqs in Ar which is, to
our knowledge, limited to the transformed PT measurements
of de Urquijo et al [90] and Hernéandez-Avila et al [91, 92],
through the theoretical relationship (30), and the Rjonis
extracted directly from the PT measurements of Dahl et al [5§]
and Haefliger and Franck [63, 96]. At the lower E/ng of the
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Figure 2. The ionisation rate coefficient for electron swarms in
gaseous argon. The Rjop;s transformed}from the PT measurements of
de Urquijo et al [90] and Herndndez-Avila et al [91, 92], through the
theoretical relationship (30) and denoted by the asterisk (*), are
compared with the (positive) Rjnis values reported in Dahl et al [58]
and Haefliger and Franck [63, 96] (the representative measurement
at 10 kPa has been used). ‘Calculated’ represents the Rjonis
calculated from a solution of the Boltzmann equation using the
cross-sections extracted from Magboltz [95].

de Urquijo et al measurements, good agreement is observed
with the majority of the Haefliger and Franck coefficients
(measured over a range of pressures, although only the 10 kPa
measurement is displayed in figure 2), and over interme-
diate E/ny with the Dahl er al measurements. Over the
full E/ny range of the (positive) Dahl er al measurements,
very good consistency with the transformed Herndndez-Avila
etal [91, 92] R, 1s observed.

4.2. SFg

Figures 3 and 4 present the bulk drift velocity, Wg, and net
rate coefficient, R, from some of the available PT and TOF
measurements for electron swarms in SFg. The upper panel of
figure 3 includes Wy transformed from the W measurements
of Aschwanden [66] and Xiao et al [98], via the theoretical
relationship (31), and the W TOF measurements of Naka-
mura [99] and Naidu and Prasad [100]. The transformation
to Wj from the measured W of both Aschwanden and Xiao
et al results in a decrease in magnitude below 361 Td, a conse-
quence of the attachment-dominated &, and increase in magni-
tude above this E/ny as ionising collisions dominate the & (and
similarly, R, in the lower panel of figure 3). The transforma-
tion of the Aschwanden [66] drift velocity results in a decrease
of up to 4.7% in the attachment-dominated region, and an
increase of up to 9.2% in the ionisation-dominated region, at
the highest E/ng, while the transformation of the Xiao et al
[98] measurements results in a decrease of up to 5.2% in the
attachment-dominated region, and an increase of up to 2.3%
in the ionisation-dominated region. The results shown in the
upper panel of figure 3 highlight, in particular, the accuracy of
the PT measurements and associated analysis in the work of
Aschwanden [66].
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Figure 3. The drift velocity for electron swarms in gaseous SFg. For
the PT measurements, the bulk drift velocity Wp has been
transformed from the PT measurements of W through the theoretical
relationship (31), and is denoted by the asterisk (*). (Upper) The Wg
transformed from the PT measurements of Aschwanden [66] (with
the necessary PT transport properties available for E/ng > 273 Td)
and Xiao et al [98] (with the necessary properties available for

E/ny = 279-401 Td), are shown alongside the W measured by the
PT apparatus of de Urquijo ef al [103] (where, in the absence of
Dg 1, Wp could not be determined). Also displayed are the Wz TOF
measurements of Nakamura [99] and Naidu and Prasad [100]
(digitised from Christophorou and Olthoff [102]). (Lower) The ratio
of the PT-measured to bulk drift velocities, W /Wg, for the PT
measurements of de Urquijo et al [103], Xiao et al [98] and Xiao

et al [104]. ‘Calculated’ represents the flux and bulk drift velocities
calculated from a solution of the Boltzmann equation using the
cross-section data of Biagi [101] from the LXCat database.

Compared to the other Wp measurements (from the
TOF apparatus), the transformation of the Aschwanden data
increases the differences when compared to the measurements
of Nakamura over all E/ng, but decreases the differences
from the Naidu and Prasad Wj. Similarly, for the four data
points of the Xiao et al measurements, where all PT transport
properties were reported (279-401 Td), the transformation
to Wp increases the differences from the other experimental
measurements.
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Figure 4. The ionisation coefficient for electron swarms in gaseous
SFe. The absolute value of the R, reported from the PT
measurements of Aschwanden [66] are compared with the Ry
transformed through the theoretical relationship (30) and denoted by
the asterisk (*), from the PT measurements of de Urquijo et al [103],
Xiao et al [98] and Xiao ef al [104]. ‘Calculated’ represents the Ry
calculated from a solution of the Boltzmann equation using the
cross-section data of Biagi [101] from the LXCat database.

We are thus unable to reconcile the PT measurements of W
from Xiao et al.

The flux and bulk drift velocity and R, values calculated
using the cross-section data of Biagi [101] from the LXCat
database, are also shown in figures 3 and 4. These repre-
sentative calculations are dependent on the cross-section set
used, and are included only to indicate the magnitudes of the
transport coefficients, in particular highlighting the effect of
the non-conservative processes on the calculated Wy com-
pared to the flux drift velocity, W 1. In both the attachment
and ionisation-dominated regions, the transformation of the
Aschwanden W changes in the direction consistent with the
representative calculations. As a result, the transformed exper-
imental results of Aschwanden are in good agreement with our
representative calculations.

The lower panel of figure 3 displays the ratio of the PT drift
measurement to the bulk drift velocity, 7% /Wg. The ratio illus-
trates the contribution of the @&D; term in relationship (30),
to the transformation to Wg. The change in sign of R results
in a decrease to Wp relative to the measured W for the lower
E/ny, followed by an increase of W relative to W. The mag-
nitude of the difference increases further from the breakdown
E/ng value, consistent with the magnitude of Ry

In the absence of any other R, measurements in SFg,
to our knowledge'®, figure 4 only displays the rate coeffi-
cient of Aschwanden [66], reported directly in that thesis,

15 We make no comment on the validity of that cross-section set here, only to
highlight that we are unable to predict accurately the breakdown reduced field
as shown in figure 4.

16We note that many values of the attachment rate coefficient have been
reported for SFq in various buffer gases (see the review of Christophorou
and Olthoff [102]), but in the absence of any mean energy values for the PT
measurements, the comparison of R, at a common mean energy cannot be
made.
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and the rate coefficients of de Urquijo ef al [103] and Xiao
et al [98, 104], transformed through the relationship (30), with
good agreement observed between all.

5. Concluding remarks

In this study we have addressed, from a fundamental view-
point, the issue of the analysis and interpretation of the PT
experiment. We have shown that the governing equation tra-
ditionally used to analyse the PT experiment—the Brambring
representation of the equation of continuity—is fundamentally
flawed, and transport properties subsequently defined through
that equation do not have a clear representation in terms of
the distribution function. We have presented an expression
for the current in the external circuit of the PT experiment
in terms of the standard diffusion equation and the univer-
sal transport coefficients defined through it—the bulk trans-
port coefficients. In addition, we have developed a relationship
between the transport properties extracted from the PT exper-
iment using the Brambring representation of the equation of
continuity and the bulk transport coefficients, and highlighted
the validity of the relationship for various gases. Given the
errors that are necessarily propagated through this process, we
suggest that all previous transport properties extracted from
PT experimental data where non-conservative processes are
operative be re-analysed according to the diffusion equation
based current expression to enable measurement of standard
bulk transport coefficients prior to any subsequent application
(e.g. evaluating complete and accurate sets of scattering cross-
sections, and further utilisation in modelling of plasmas and
ionised gases [3, 12, 13, 44, 105]).

A consequence of the present analysis is the necessary
reconciliation between experimental and theoretical studies
involving PT measurements.

As a minimum for any swarm study, the exact definition
of any transport property/coefficient measured or used for fur-
ther analyses must be identified. Further, the definition of any
transport property/coefficient must be consistent with those
defined through kinetic theory and representable in terms of
the phase-space distribution function.

In addition, the following are recommended for clear iden-
tification in experimental studies:

e Primary reference to the exact source equation used for
analysis, and any assumptions entailed.

e A description of the method of the analysis of all
measurements.

e A detailed estimate of the error associated with the statisti-
cal analysis (including systematic errors, reproducibility,
etc), alongside the reported experimental uncertainty.

e The applicability of the hydrodynamic or non-
hydrodynamic regime, and the methods used to ensure
sampling under appropriate conditions. This point is
generally well accomplished in the literature.

o Clear uncertainty estimates of all elements (e.g. pressure,
mixture ratio, etc) and how they propagate through to the
final result [106—109].

Prior to the use of any swarm transport measurements in
theoretical models (low temperature plasma models), the effect
of non-conservative collisions must be identified, since it is
when flux and bulk values start to differ significantly that
one needs to pay attention to the nature of the transport data
required in their models. A detailed prescription has been
presented previously [110].

Using ‘wrong’ theory yields results that may be up to a
factor of 10 different under some circumstances, though often
effects are of the order of 10%—-30%. However, if one uses a
similar theory to implement the cross-sections obtained from
incorrectly interpreted data one returns to the original experi-
mental data. Plasma modelling is sufficiently robust that small
changes in the transport data are easily compensated by small
self consistent adjustments of the local field. Problems occur
when one uses more exact models to describe plasmas. PIC
codes with a properly implemented and tested Monte Carlo
simulation will provide correct calculation of fluxes and thus
the effect of the cross-sections obtained from the incorrectly
interpreted data may become large, as stated above. Even
more so, as the plasma field is calculated self consistently
small changes in the local E/ny as compared to the properly
determined values would originate. Some processes with a
high threshold, such as dissociation and ionization, are very
strongly affected by the local normalised electric field, even
by orders of magnitude (see reference [111], for example).

In this vein, it is recommended that theoretical studies
clearly identify the definition of any utilised experimental
measurements and any further analysis of those measurements
(e.g. transformation from one transport coefficient to
another via approximate relationships with associated errors
propagated).

In addition to these recommendations to aid reconciliation
within the literature, the present work also seeds further inves-
tigation, specifically into the analysis and interpretation of the
PT experiment. For example, the impact of the boundary con-
ditions, on the electron density at the electrodes, on the expres-
sion for the current in the external circuit, and the ability to
extract higher order transport coefficients (e.g. skewness) from
the current measured from the PT experiment should also be
studied.
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Abstract

The relaxation of the distribution function of the electrons drifting under the influence of a
homogeneous electric field in noble gases is known to take place over an extended spatial
domain at ‘intermediate’ values of the reduced electric field, E/N. We investigate the transport
of electrons in Ar and N, gases, as well as in their mixtures at such E/N values (~10-40 Td).
After discussing briefly the basic scenario of relaxation in a homogeneous electric field, the
major part of work concentrates on the properties of transport in an electric field that is spatially
modulated within a finite region that obeys periodic boundaries. The spatial distribution of the
mean velocity, the mean energy, and the density of the electrons, the importance of the
excitation channels, as well as the electron energy distribution function are obtained from
Monte Carlo simulations for various lengths of the computational domain, at different mean
values and degrees of modulation of the reduced electric field. At low modulations, the spatial
profiles of the mean velocity and mean energy are nearly harmonic, however their phases with
respect to the electric field perturbation exhibit a complex behaviour as a function of the
parameters. With increasing modulation, an increasing higher harmonic content of these profiles
is observed and at high modulations where an electric field reversal occurs, we observe trapping
of a significant population of the electrons. The effect of mixing a molecular gas, N, to Ar on
the transport characteristics is also examined. Transition to local transport at high N, admixture
concentrations and long spatial domains is observed.

Keywords: electron transport, kinetic simulation, distribution functions

(Some figures may appear in colour only in the online journal)

1. Introduction

Under hydrodynamic conditions, the velocity distribution
function (VDF) of electrons subjected to a homogeneous and
stationary electric field is a unique function of the reduced
electric field, E/N. Up to moderate values of E/N (typically up
Original Content from this work may be used under the to few hundred Townsends. 1 Td = 10~2! V m2) the VDF of
By terms of the Creative Commons Attribution 4.0 licence. Any . ’ . R
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the title of the work, journal citation and DOL. tropy, i.e. it can be well approximated by an isotropic part and
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small anisotropic part. This behaviour, which is the basis of
the two-term approximation, stems from the effect of frequent
elastic collisions of the electrons with the gas atoms that ran-
domize the directions of velocities and thus their characteristic
thermal velocity strongly exceeds the average (directed) velo-
city. In the hydrodynamic regime, the energy gain and loss of
the electrons compensate each other exactly, however, in dif-
ferent ways depending on the strength of the reduced electric
field [1, 2].

Considering noble gases, at very low E/N (S10Td) the
energy loss of electrons is mostly due to elastic collisions.
In such events, a fraction of their energy proportional to the
electron/atom mass ratio (m/M) is lost. For an electron energy
of 1 eV, e.g. such a collision results in a loss of ~ 1073 eV,
in the case of argon gas. At somewhat higher E/N values
(~tens of Td-s), where the energy of the electrons reaches
the threshold for inelastic processes (~10 eV), the main chan-
nels of the energy loss become the excitation processes. At
such conditions the lowest excited levels can be reached first.
With increasing E/N, the number of these channels increases
and at some point ionization becomes possible, too. Above
~100Td, the latter process is usually appreciable. The scen-
ario described above for noble gases changes notably in the
case of molecular gases. There, due to the various (rotational
and vibrational) excitation processes having low threshold
energies the energy dissipation frequency at low energies is
much higher as compared to the case of noble gases.

The spatial evolution of the electron VDF in non-
hydrodynamic regimes is also remarkably different for the E/N
rages distinguished above [3—6]. Non-hydrodynamic transport
establishes under various conditions: (a) when the electric field
varies over a characteristic length that is short compared to
the mean free path of the electrons, (b) when the temporal
change of the field is quicker than the mean time between
electron-neutral collisions, (c¢) in the presence of sources/sinks
of electrons and/or (d) in the presence of boundaries. In the
latter case, even in the presence of a homogeneous and sta-
tionary electric field, the VDF and the transport parameters
(mean velocity, mean energy, etc) of the electrons vary in
space. A classical example of this scenario is an electrode
that emits electrons with a certain initial velocity distribution
that is defined by the emission process (e.g. photoemission).
This VDF is clearly different from that acquired by the elec-
trons under hydrodynamic conditions for the given E/N that
is present in the volume considered. This implies that a trans-
ition region (‘equilibration region’) must exist within which
the VDF transforms from its initial shape to the equilibrium
shape, see e.g [7, 8].

The fundamental experiment of Franck and Hertz [9],
which provided evidence for the existence of quantised energy
levels of the atoms, actually utilised this effect. Specifically,
this experiment focused on the early phase of the equilibra-
tion, where a prominent periodic structure in the mean energy
of the electrons was present. The experiment was operated in
the ‘window’ of E/N values where such behaviour prevails.
The electron kinetics in this experiment has been investigated
in a number of works, e.g. [10-13].

We note that both at low and high E/N values no, or less
prominent periodic structures can be observed, respectively,
due to the smooth transition mediated by elastic collisions,
and due to the rapid randomisation of the electron energy in
the presence of a high number of inelastic energy loss chan-
nels and the possibility of ionization that creates additional
particles. The extended spatial structures formed at interme-
diate E/N values have attracted much attention [14—16]. The
equilibration of an electron swarm in argon gas at E/N values at
few tens of Td-s was as well observed experimentally recently
in a scanning drift tube apparatus [17] that makes it possible
to follow the spatio-temporal development of electron swarms.
Under the conditions, where the electric field is spatially mod-
ulated a strong modulation of the electron transport character-
istics appears at some E/N values as revealed in studies based
on the solution of the Boltzmann equation by Golubovsky et al
[18, 19]. In the presence of appreciable charge density, the spa-
tial variation of the transport characteristics can itself give rise
to a perturbation of the electric field. As this interplay may
be self-amplifying, stationary or moving spatial structures can
show up in discharge plasmas. Such structures, often termed
as ‘striations’ have thoroughly been investigated for several
decades, see, e.g. the review by Kolobov [20]. The early stud-
ies of striations based on analytic approaches [21, 22] have
later been replaced by kinetic treatment of the electrons [23,
24]. Striations, caused by different mechanisms, are present
in a variety of plasma sources, like dc glow discharges [25],
plasma display panels [26], and inductively coupled radiofre-
quency discharges [27]. Despite the extensive work done in
this field [28, 29], the complex dynamics of striations is still
subject of intensive current research, e.g. [30-33].

Most of the investigations of the electron kinetics have
been based on the solution of the Boltzmann equation [1, 34],
particle based simulations were used only in a fewer number of
cases. As examples for the latter, studies of striations in induct-
ively coupled [35] and capacitively coupled electronegative
[36] plasmas, and in ionization waves in barrier discharges
[37], as well as the most recent studies of the spatial relaxation
of the mean electron energy in inert gases and their mixtures
in a uniform electric field [38] may be mentioned.

Due to the rapid development of computing hardware such
particle based methods became equally suited as the numer-
ical solutions of the Boltzmann equation, for studies of particle
transport in spatially varying fields due to their ability to cap-
ture fully the nonlocal kinetic effects appearing in various set-
tings. In this paper, we use Monte Carlo simulation (see e.g.
[39, 40]) to investigate certain aspects of the transport of elec-
trons in spatially varying electric fields.

The simulation method is discussed in section 2. In
section 3, we briefly introduce some important physical quant-
ities, the characteristic momentum and energy relaxation fre-
quencies and lengths, that help understanding the relaxation
and resonance effects to be discussed later on. The presenta-
tion of the results in section 4 starts with illustrating the spatial
relaxation of electron swarms in Ar and in Ar—N, mixtures in
a homogeneous electric field. These findings aid choosing the
proper parameter range of the reduced electric field for which
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the studies of the transport in a periodically modulated elec-
tric field are conducted. The results of these simulations for
Ar are presented in section 4.2. We analyse the spatial profiles
of the mean electron energy, velocity and density for various
values of the average E/N and illustrate the effect of the mod-
ulation of E/N on these profiles. Additionally, we investigate
the spatial distribution of the electron energy distribution func-
tion and the distribution of the excitation channels (reaction
rates). Fourier analysis of the profiles of the mean velocity and
energy (a) reveals the phase between them and the modulated
field (at low modulation) and (b) shows how their harmonic
content increases at high modulation. In section 4.3 the effect
of an N, admixture on the electron transport characteristics is
addressed. A brief summary is given in section 5.

2. Simulation method

Our studies are based on the Monte Carlo (MC) description of
the motion of electrons in (a) homogeneous and (b) spatially
modulated electric field E(x). We use the well-established MC
algorithm for charged particle transport (e.g. [8, 41-43]) and
solve the discretised version of the equation of the motion of
the electrons,

mit = gE(x), (1)

using the Velocity-Verlet method, with constant time steps of
At=1ps. Here, m and g are the mass and the charge of the
electrons. The probability of a collision to occur during the Az
time step is:

Pon=1-— exp[—Nmm(v)vAt], 2)

where the total cross section oy, is the sum of the cross
sections of all possible collision processes. Whenever a col-
lision occurs, its type is chosen randomly, taking into account
the values of all cross sections at the actual velocity of the col-
liding electron.

The electron—Ar atom cross section set is based on [44],
includes the elastic momentum transfer cross section, excita-
tion to 25 distinct Ar levels, and the ionisation cross section.
The cross section set for electron—N, molecule collisions are
taken from [45]. The set includes the elastic momentum trans-
fer cross section, excitation to several vibrational and elec-
tronic states of N,, as well as the ionisation cross section. As
calculations are performed for E/N > 1 Td, the cross sections
for rotational excitations are not included in the present study.
Ionisation is treated here as a number conserving process, i.e.
just like an excitation event, to ensure that the number of elec-
trons does not grow in the simulations. This approach is justi-
fied at the E/N values considered here, where ionisation has
a very small rate (which is confirmed by the results). This
simplification could easily be omitted when necessary, e.g. at
higher E/N values. All collisions are assumed to result in iso-
tropic scattering, the thermal motion of the background gas
atoms is disregarded (i.e. the ‘cold gas approximation’ is adop-
ted). Collisions are described in the centre-of-mass coordinate

A
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(@) ° Simulation domain
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|E/NI[Td]

17 1 1 l
0 0.2 0.4 0.6 0.8 1

x/L

Figure 1. (a) In the case of a modulated electric field, the electrons’
motion is followed in a simulation box having a width L, with
periodic boundaries. The system is exposed to a sinusoidally
spatially modulated electric field as shown in (b) for the case of an
average reduced electric field of (E/N)y = 20 Td (indicated by the
dashed horizontal line) and a modulation depth M = 0.1.

frame. The velocity of this frame (w) and the relative velo-
city of the collision partners (g) are calculated. As known from
the classical kinematic treatment of the two-body interaction,
elastic collisions change only direction of the relative velo-
city, while in inelastic collisions its magnitude is decreased as
well by an amount that is defined by the excitation energy. The
value of the relative velocity vector obtained this way, together
with the velocity of the centre-of-mass allows computation of
the post-collision velocity of the electrons.

The electrons do not interact with each other, i.e. we study
classical swarm conditions at low charged particle density. The
simulations are conducted at a pressure of p =100 Pa and at
the ambient temperature of 7, = 300 K, i.e. at a neutral density
of N222.42 x 10" cm—3.

Except for the study of swarm relaxation in a homogen-
eous electric field, the particles are restricted to move within
a simulation domain that obeys periodic boundary conditions,
as shown in figure 1(a). Particles leaving this domain in the
+x directions are re-injected into the domain at the opposite
sides. The periodic boundaries emulate an infinite system with
spatially periodic modulation of E/N.

The electric field points in the —x direction, consequently,
the electrons drift in the +x direction. In the following, we
omit the negative sign of E. In the case of a modulated electric
field, the form

E(x) = Eo[1+ M sin(kx)], 3)
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is adopted, where E| is spatial average of the electric field,
M > 0 is the modulation depth, and k = 27/L, with L being the
length of the spatial period of modulation (see figure 1(b)).
The voltage drop over the length L is U= (E/N)oN L, i.e.

U[V] = 0.242 - (E/N)o(Td) x L(cm). @)

At a given (E/N), this relation connects the length of the com-
putational domain and the voltage drop over this domain. We
primarily examine the range of the parameters (E/N)q and L,
where the energy corresponding to the voltage drop over the
simulation domain, g U, is in the order of the excitation levels
of Ar, the lowest being 11.55 eV.

We present results for the spatial profiles of the mean elec-
tron velocity v(x), the mean energy (x), the electron density
n(x), the electron energy distribution function (EEDF) f(x, €).
These characteristics are studied as a function of the reduced
electric field and the length of the computation cell (that equals
the wavelength of the modulation of E(x).) They are ‘meas-
ured’” within 200 slabs with equal width, covering the simula-
tion domain of length L. A lower spatial resolution is used for
the analysis of the excitation rates and of the spatial distribu-
tion of the EEDF, to ensure a better statistics.

At low values of modulation, the system is expected to give
a linear response for the space-dependent scalar quantities, i.e.
the latter are foreseen to exhibit a harmonic spatial profile.
With increasing perturbation, a non-linear response is expec-
ted to establish. Taking as an example the mean velocity v(x),
the harmonic content as well as the phase shift of the individual
harmonics contributing the spatial profile can be obtained via
Fourier analysis, which allows to construct v(x) as

V(x) = sz Sin(Skx - L)05)7 ()

where v, and ¢, are, respectively, the amplitude and the phase
delay of the sth harmonic. This analysis helps, e.g. identify-
ing the conditions when local transport is approached: in the
case of low modulation (as long as v and € are monotonic-
ally increasing functions of E/N) we expect vy — 0,Vs > 1 and
1 — 0, as E(x) contains only a dc component and one (per-
turbing) harmonic with s = 1. Any deviation from this beha-
viour is the signature of the non-local character of the trans-
port and the non-linear response of the system to the electric
field perturbation. We note that this analysis of the phase shifts
of the ‘macroscopic quantities’, like v(x) and €(x) with respect
to E(x) does not offer an explanation for the resonance effects,
as these are kinetic by nature. We also need to notice that the
dependence of v on E/N is not necessarily monotonic, this
scenario is called Negative Differential Conductivity (NDC)
[46], which typically occurs in gas mixtures, including Ar—N,
mixtures that are also studied here [47].

For the case of homogeneous electric field, the EEDF res-
ulting from our simulation code has been cross checked with
that obtained from the Bolsig+ Boltzmann solver [48].
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Figure 2. (a) Momentum and energy dissipation frequencies vm and
Ve, as well as (b) mean free path A, and the energy relaxation length
e in Ar (solid lines) and N (dashed lines). (c) Dependence of the
energy relaxation length on the concentration of N> in the Ar+N»
mixture. p = 100 Pa and Ty = 300 K.

3. Relaxation frequencies and lengths

Before presenting our results it is useful to illustrate the beha-
viour of few important quantities that have major influence
on the relaxation and resonance effects to be discussed. These
are the momentum and energy dissipation frequencies, vy, and
Ve, respectively, as well as the mean free path A, and the
energy relaxation length \.. We have computed these quantit-
ies according to the expressions given in [1] and display them
in figure 2. Panel (a) shows the energy dissipation frequency
() and the momentum dissipation frequency (v,) for both Ar
and N,. We find v, to be significantly higher than v, over the
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whole range of energies considered. v, is especially low for
Ar below the threshold energy for inelastic loss channels, as in
elastic collisions the fractional energy loss of the electrons is in
the order of the electron/atom mass ratio, as already mentioned
in section 1. Rapid changes of v, with € can be observed for
both gases. Whenever the energy distribution of the electrons
spans a range that includes such a change, parts of the elec-
tron population with different energies will behave dissimilar
in terms of energy relaxation, as explained in [1].

The momentum relaxation frequency does not exhibit
abrupt changes as a function of the energy, except for Ar at
low energies, due to the Ramsauer—Townsend minimum in
the elastic collision cross section. Regarding the relaxation
lengths in pure gases, figure 2(b) reveals that the energy relaxa-
tion length ().) exceeds considerably the mean free path (\,).
Below the inelastic excitation threshold in Ar, e.g. their ratio
amounts about two orders of magnitude. Under such condi-
tions the relaxation of the energy in a swarm is expected to take
place over an extended spatial scale, where a high number of
collisions is required for equilibration. The difference between
Xe and A\, for Ar decreases as the energy is increased, at 20 eV
the ratio between them drops to a factor of two. As around this
energy the sum of inelastic cross sections approaches the value
of the elastic momentum transfer cross section energy relaxa-
tion becomes efficient. As to N, A\, and A, are relatively close
to each other, meaning that energy relaxation takes place over
afew free flight lengths of the electrons, except at low energies
(below 2 eV) and within the 3 eV < e < 8 eV interval, where
the collision cross sections are low.

Due to the large disparity of the relaxation frequencies and
lengths in Ar vs. in Nj, even a small amount of the latter
causes a significant change of these parameters, as illustrated
in figure 2(c) for the case of \.. With respect to the case of pure
Ar the strongest decrease of A\ occurs in the 2 eV <e <3 eV
and 8 eV < ¢ < 11 eV domains of the electron energy as a res-
ult of the addition of N, to Ar. This is caused by, respectively,
the vibrational and electronic excitation of N, molecules. In
the first domain, even 1% of N, decreases A\, by a factor
of 10 as it can be seen in figure 2(c). At electron energies
above = 15 eV the effect of N, on A\, becomes negligible due
to the availability of a high number of inelastic loss channels.

4. Results

4.1 Homogeneous electric field

To illustrate the equilibration of electron swarms in a homo-
geneous electric field, in figure 3 we depict the mean velocity
and the mean energy of the electrons for a steady state scenario
when electrons are continuously emitted from an electrode at
x = 0 and drift in the gas. In this simulation, the electrons
are emitted with an initial energy of 1 eV and an initial velo-
city directed towards the x direction. Such an initial velocity
distribution is very clearly far from the equilibrium distribu-
tion that is expected to be nearly isotropic with a small drift
component. Figures 3(a) and (b) show the case of pure Ar.
Here, the ensemble of the electrons requires rather significant
‘flight’ lengths to acquire a steady-state mean velocity, for the

whole range of E/N covered. The periodic structures seen dur-
ing this equilibration phase originate from repetitive energy
gain—energy loss cycles of the electrons: gain occurs due to
acceleration in the electric field, loss occurs primarily due to
inelastic collisions. This is especially well seen in the graph of
g(x) for the 20 Td case, for which the x scale is 10x zoomed
(red dashed line): here saw-tooth like patterns appear, express-
ing the slow energy gain and rapid energy loss. While the peaks
of this function appear nearly at the same position as those of
¥(x), the functional forms appear to be significantly different.
The oscillations of the mean velocity persist for the longest
spatial domain for the 20 Td case, both at lower and higher
fields we observe equilibration on a shorter length scale.

Figures 3(c) and (d) illustrate the behaviour of the swarm in
Ar—N, mixtures, as a function of the N, concentration, at fixed
E/N = 20 Td. The equilibration of the transport takes place
on a much shorter length scale, as compared to that in pure
Ar. Already 1% of N, shrinks the equilibration domain by a
factor of ~10. At higher admixture concentrations equilibrium
becomes close to monotonic. This behaviour originates from
the wide range of energies (due to processes with low threshold
energies, e.g. vibrational channels) of inelastic loss channels
in N, as compared to Ar. We can note that an increasing N,
concentration results in a remarkable increase of the steady-
state mean velocity and a remarkable decrease of the steady-
state mean energy.

Whenever pronounced structures in transport coefficients
are seen, it is expected that in a spatially modulated electric
field resonances may appear at certain conditions, as it has
been recognised in several earlier studies, e.g. [49]. This is
indeed the foreseen behaviour in pure Ar, while N is expected
to have a converse influence on this effect.

The data presented above help setting the proper range of
E/N for the studies of the transport in spatially modulated
fields and the timing of the data collection in the simulations
(see below).

4.2. Transport in periodically modulated electric field in argon

Below, we present the results for the transport properties in
spatially modulated electric field for pure Ar gas. The simu-
lations are initialized by placing N =2000-20 000 electrons
(depending on the type of the ‘measurement’) at random pos-
itions within the simulation box (of length L) with a velocity
vo = 0. First, the electrons are traced for AT; =900 us, and
subsequently for an additional A7, =100 us, during which
the transport data are collected (unless stated otherwise). This
timing ensures the decay of the initial transients: at 20 Td, e.g.
the relaxation length seen in figure 3 is ~1 m and the mean
stationary velocity is about vy ~ 1.8 x 10*ms~!, resulting in
a characteristic relaxation time of =~ 55 us < AT].

First, we analyse the results obtained at (E/N)y = 20 Td as
the longest relaxation length was observed (in figure 3) for this
value of the reduced electric field. Figure 4 shows the effect
of the length of the simulation domain, L, for this (E/N), and
for a modulation of M = 0.2. Panel (a) shows the mean velo-
city v(x), (b) the normalised electron density n/ny (where ny is
the spatial average of the electron density), and (c) the mean
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Figure 3. Relaxation of the mean velocity (left column) and the mean energy (right column) of electrons in a homogeneous electric field.

The electrons are emitted at x = O with an initial velocity pointing into the x direction and corresponding to 1 eV initial energy. p = 100 Pa
and T, = 300 K. (a), (b) Pure Ar at various values of E/N, (c) and (d) Ar—N» mixtures at E/N =20 Td and different N, concentrations. Note
that the domain shown in (c) and (d) is much shorter. The dashed red lines in (a) and (b) correspond to 20 Td, with the x scale 10x zoomed.

energy £(x). L is varied between 2 and 3 c¢m, in 0.1 cm steps.
Recall that the effect of L translates directly to the effect of the
voltage drop over the simulation cell, U, via equation (4), i.e.
for the present conditions the voltage is in the 9.68 V < U <
14.52 V range.

The characteristics of the spatial profile of the quantities
shown in figures 4(a)—(c) (i.e. the amplitude and shape of the
curves as well as the positions of their extrema) vary in a com-
plicated manner with L. As regards to v, in the limit of small
L values we observe a weak modulation around the equilib-
rium value of vp ~ 1.8 x 10*m s—!, with a peak close to the
edge of the cell. A notable increase of the amplitude and a shift
of the maximum to higher x/L appear at L=2.6 cm, while
the highest modulation is observed at L = 2.7 cm, which is,
however, accompanied by a ‘backward’ shift of the profile. At
L > 2.7 cm we observe a decreasing amplitude of the profile,
with maxima approaching x/L = 0. For the given strength of
modulation, M = 0.2, the higher harmonic content of the pro-
files is limited. Therefore the strength of the ‘response’ of v
to the perturbing electric field variation is characterized by the
amplitude and the phase of the first Fourier component, v; and
1, in figure 4(d). This figure confirms the visual observation
of aresonance at L = 2.7 cm (corresponding to U = 13.07 V),
where v, exhibits a sharp peak. The phase of the profile is near
—80° both at low and high L and shows a peak at ¢; =~ 0° at L
= 2.6 cm. As there are no sources and losses in the system, nv

= const. holds due to flux conservation (V - (nv) = 0). There-
fore, the electron density obtained from the simulation (and
shown in figure 4(b) is directly related to the mean velocity.
The dependence of the spatial profile of the mean electron
energy, £(x) as a function of L is similar to that of the mean
velocity, as it can be seen in figure 4(c). The phases of the ¥(x)
and the Z(x) profiles are, however, quite different as revealed
quantitatively in figure 4(d). The phase of the latter exhibits a
monotonic decrease with the increase of L and passes through
0° at L = 2.6 cm, near the resonance.

The Electron Energy Distribution Function (EEDF) exhib-
its marked changes as a function of the position when M > 0.
An example of this is shown in figure 5 for (E/N)y = 20 Td
and M = 0.2, at L= 2.7 cm, i.e. for the resonant case. It is
remarkable that the strongest high-energy tail of the EEDF
develops at the spatial position of x/L = 0.4, where, actually
the mean energy has a minimum (see figure 4(b)). This is not
a contradiction as low-energy part of the EEDF at this posi-
tion is also highly populated. On the other hand, this observa-
tion points out the importance of the whole EEDF in determ-
ining the characteristics of the transport. Revoking figure 2(b)
we can note that the EEDF-s are populated at energies both
below and above the energy where a sudden drop in the energy
relaxation length occurs. Therefore, as pointed out in [1] the
low- and high-energy parts of the electron population behave
in a quite different ways at this resonance. Below the inelastic



J. Phys. D: Appl. Phys. 54 (2021) 135202

A Albert et al

v [10% m/s]

(a)

T T
Lcm]= 20 —— 2.6 -
21 —— 27

2.2 2.8
23 29

£ [eV]

(c) XL (d)

1.3 T T T

[=]
(=
=4
1
100
5 - *..._*_\
12 | *. 1 s
1 b V1 [10% mis] —a— X<
. GV —%— % a 1o 7
A gl MUy e Wi ) =
2 Py ofe - %= & \ 4 &p b
E 06[s a-b—AL S : g
< =
41-100 o
0.4
02 - - -150
0 -200
2 2.2 2.4 2.6 2.8 3
L [em]

Figure 4. Spatially resolved mean velocity (a), normalized density (b) and mean energy (c) of the electrons at (E/N)o =20 Td and M = 0.2,
as a function of L. (ng is the spatial average of the electron density.) The identification of the curves in (c) is the same as in (b). The dashed
black lines in each panel show the spatial variation of E/N, these curves are given without units. (d) Amplitudes (left scale, solid lines) and
phases (right scale, chain lines) of the first ac component of the profiles of the mean velocity and the mean energy, as a function of L. The
amplitudes of 7| and & are given in units of 10* m s~! and eV, respectively.
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Figure 5. EEDF-s at different spatial locations, at (E/N), = 20 Td
and M =0.2and L = 2.7 cm.

excitation threshold of Ar (11.55 eV) ). is in the order of sev-
eral cm-s while this drops to several mm-s when the energy
is higher than this threshold. The long . at low ¢ assists
the electrons to gain energy from the field, without dissip-
ating it. The short A\, at € > 11.55 eV, on the other hand,
allows the electrons to dissipate their energy quickly. Actu-
ally, ate =11.55 eV, A. =2.79 cm. The energy accumula-
tion for the resonant case (L =2.7 cm) is clearly indicated by
the slanted structure in panel (b) of figure 6 that shows the

complete spatial evolution of the EEDF. Remains of this struc-
ture are also seen in figures 6(a) and (c), however, these are far
less pronounced.

The velocity distribution function of the electrons [50], as
a function of the axial and radial components of the velo-
city, f(vy,v,), is plotted in figure 7 at four distinct locations
within the simulation cell, for the conditions L = 2.7 cm,
M=0.2, and (E/N)y = 20 Td. The VDF at x/L=0 (and
at the equivalent position of x/L =1) exhibits a high pop-
ulation of particles with velocities between 1.5 x 10°® and
1.8 x 10° ms~!, a small additional peak at low velocities
shows that some electrons already suffered a significant energy
loss around these positions. At x/L =0.25 (figure 7(b)) most
of the electrons have velocities below =~ 1 x 10° m s~1, fol-
lowing their inelastic collisions. At the higher x/L values
we observe an expanding ring in the velocity distribution,
which is caused by the fact that electrons re-gain energy
from the electric field (see (figures 7(c) and (d))). Generally,
only a quite small anisotropy can be observed at any posi-
tion, confirming the expected behaviour that at low E/N the
drift velocity of the electrons is much smaller compared to
their random (thermal) speed. The presence of the modula-
tion of the electric field obviously does not change this general
behaviour.

The effect of the modulation depth, M, on the spatial vari-
ation of the mean velocity is depicted in figure 8(a). At the
lower values of L, the ¥(x) curves are nearly harmonic, an
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Figure 6. Spatial maps of the EEDF for (E£/N)y = 20 Td and
M = 0.2, at various values of L.

increasing anharmonicity can be observed with increasing
modulation. Figure 8(b) shows the harmonic composition of
v(x) as a function of M for the case of L= 2.7 cm and (E/N)
=20 Td. Besides the harmonic amplitudes, v, the phase of the
principal component of the ‘response’, ¢; is also shown. At
low modulation, only v; differs significantly from zero, how-
ever, with increasing M the harmonic content increases. The
phase is ¢ =~ —40° for all M. We can note that the s =0 com-
ponent slightly increases with M, i.e. the ‘dc component’ v,—¢
of v(x), which is the spatially averaged velocity of the elec-
trons, increases as an effect of the modulation.

Counting the number of the different electron-Ar atom
reactions spatially resolved allows construction of a mat-
rix that shows the collision frequencies associated with the
various collision processes. The computational results are
shown in figure 9 for the case of (E/N)y = 20 Td and L =
2.7 cm, obtained at M = 0.0 (panel a) and M = 0.2 (panel
b). In these plots, excitation processes are identified by num-
bers 1...25, ionisation is process 26. The number of elastic
collisions is orders of magnitude higher, thus this (process 0)
is omitted from the plots. The highest excitation rates are

observed (in both cases) for the four lowest excited levels
of Ar, for processes 1-4, corresponding to excitation to the
1ss, 1s4, 153, and 1s; levels (Paschen notation), respectively.
The energy of these levels is between 11.55 and 11.83 eV. At
M =0, significant rates are also observed for the whole domain
for processes 5 and 6 (2pjp and 2pgy levels), 8—10 (2p7654
levels), and 13—-15 (2p;, 3ds6 and 3d; levels). The excitation
threshold of the latter is 13.90 eV. Ionisation (process 26) is
not present with an appreciable rate, justifying our approach of
treating this process as a number conserving one, for the rare
events of occurrence.

At M = 0.0 (figure 9(a)) the spatial distribution of the excit-
ation events is homogeneous, as expected. At M =0.2, how-
ever, the modulation of the electric field causes a major per-
turbation to the excitations [51]. We find that (i) the majority
of excitation events is concentrated within the 0.25 < x/L < 0.6
spatial domain with a pronounced maximum near x/L = 0.4,
where the most notable high energy tail for the EEDF was
found for the same conditions (see figure 5) and (ii) the accel-
eration of the electrons in the modulated field also opens
excitation channels with higher thresholds: in figure 9(b) we
observe processes with appreciable rates up to #18, which cor-
responds to levels 3d{’ and 2ss, with a threshold energy of
14.06 eV [44]. The further increase of the modulation depth,
e.g. to M = 0.5, results in a slightly increased spatial con-
finement of the excitation events. While new higher-threshold
levels get populated as compared to lower M, it is remark-
able that a depletion of the excitation rates of the lowest-
threshold 1s; 345 levels (processes 1...4) is also observed in
the 0.75 <x/L <1 domain because of the prominent energy
deposition of the electrons in the 0.25 < x/L < 0.6 domain.

While in the cases described before, the modulation was
kept at moderate levels, here we briefly examine the case of
higher modulation, when the electric field changes sign within
a certain domain (at M > 1). As the presence of a region with
a reversed electric field gives rise to a potential well, elec-
trons can accumulate within these regions. For (E/N)y = 20
Td, L =2.7 cm, and M = 1.1, e.g. the depth of this potential
well is~ 0.1 V. As electrons may undergo such collisions in
these regions when their remaining kinetic energy is less than
0.1 eV, such electrons will be trapped as their energy cannot
increase anymore to overcome the barrier. Consequently, after
a sufficiently long time all electrons are expected to be trapped
in our simulation.

While the presence of the reversed field bears some simil-
arity with the case of the negative glow region of dc glow dis-
charges [52—54], in that setting fast electrons arriving from the
sheath can interact with the trapped population and can even-
tually increase the energy of some of the electrons, enabling
them this way to get released from the trap. This effect is
the result of Coulomb collisions, which are however, not
included in the present simulation. Nonetheless, our simula-
tions can follow the time dependence of the trapping phe-
nomenon. This is illustrated in figures 10(a)—(c), where the
results (for the mean velocity, mean energy and normalised
density) are shown as a function of time. The data were col-
lected in 100 s wide time windows at different start times,
as indicated. The graphs indeed exhibit pronounced structures
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(chain curve, right scale) as a function of the modulation depth of the electric field. L = 2.7 cm and (E/N)o = 20 Td.

around x/L = 0.75, where the reversed electric field peaks.
They show that a slow change follows after an initial high
rate of trapping. From this it follows that the spatial modu-
lation of E actually slows down the trapping process by ‘mov-
ing’ most of the inelastic collisions from a random distribu-
tion to spatial positions that exclude the domain of reversed
field, as shown in figure 9. In accordance with this it is also
interesting to note that the least significant trapping for oth-
erwise same conditions is observed for the resonant case of
L=2.7 cm, as revealed in figure 10(d). For other values of

L, we observe a much more significant collection of the elec-
trons within the region of the field reversal and more signific-
ant depletion of the density outside this domain. As electrons
are less likely to undergo inelastic collisions in the regions
with reversed electric field, complete trapping takes place
on a time scale much longer than accessible by our simula-
tions. Inclusion of the Coulomb collisions [55] and/or thermal
contribution of the background gas are clearly necessary to
model correctly the stationary state of our system at such high
modulations.
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electron density on L at (E/N)o = 20 Td and M = 1.1. These data were collected in the default, 900-1000 us time window.

After presenting the results obtained for (E/N)y =20 Td,
we analyse cases with lower and higher values, (E/N)y=
10 Td and 40 Td. The results for these cases are shown in

figures 11(a) and (b), respectively. At (E/N)o = 10 Td, the pro-
file of the mean velocity changes smoothly with increasing L,
without any significant resonance. The phase of the first ac
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Figure 12. The phase of the first ac component of the mean velocity
at the (E/N)o values indicated, as a function of the voltage drop
(related to the other parameters via equation (4)) over the
computational cell. M = 0.2.

component v;, changes however, in the same way as it was
found previously for 20 Td. This is presented in figure 12,
where (; is shown as a function of the voltage drop U (in order
to make the data obtained at different (E/N), values compar-
able). The maximum of the phase occurs at a higher voltage
drop (higher L) compared to the higher fields. At (E/N)y = 40

Td, the behaviour of the phase is very similar to that at 20 Td
(a strong peak at ~ 12.5 V). The inspection of the amplitude of
¥(x) in figure 11(b) does not show a strong resonance unlike in
the case of 20 Td. This may be explained by the higher number
of inelastic loss channels at an expanded energy range of the
electrons at the higher accelerating field. Note, that at E/N =
40 Td a faster spatial relaxation was found also in the homo-
geneous field, as compared to 20 Td, see section 4.1.

4.3. Transport in periodically modulated electric field in
Ar-N> mixtures and in N»

As discussed above, the pronounced response of the electron
transport parameters on the spatial modulation of the accel-
erating electric field in argon gas is due to the fact that the
number of energy loss channels is limited (excitation predom-
inantly occurs to a few excited states as confirmed by the res-
ults presented in the previous section). As in a molecular gas,
like N, the possible values of the energy loss in a collision
span a much wider domain as compared to atomic gases, the
response of the system to the modulated electric field is expec-
ted to diminish when even small amounts of molecular gases
are added to Ar.

Figure 13(a) shows v(x) /v for various percentages of Ny
between 0% and 100%, for (E/N)y = 20 Td, M = 0.2, and L
= 2.7 cm. The data are normalised by the equilibrium velo-
city vy, which varies (as shown in figure 13(c)) as a function
of the N, content in the gas mixture. (In the case of 0% N, the
data are the same as shown in figure 4). With an increasing N,
percentage the phase of the first harmonic of v(x) first slightly
decreases at low nitrogen content, and then increases rapidly to
p1 ~ —20° above 5% N (see figure 13(d)). The velocity pro-
files practically overlap at >>40% N, content indicating that
excitation of Ar is strongly suppressed at these molecular gas
concentrations. Some of the data points belong to the para-
meter range where Negative Differential Conductivity in the
Ar-N, mixture is present. As revealed from figure 4 of [47],
NDC at E/N = 20 Td occurs between N, concentrations of
approx. 5% and 15%. This effect may have an influence on the
behaviour of 1, clarification of this is, however, left for future
work that needs to consider a broader domain of the paramet-
ers especially the spatial wavelength of the modulation. The
addition of N, efficiently cools the electrons, as the profiles
of the mean energy, shown in figure 13(b) confirm. Besides
the value of € the modulation of its spatial profile decreases as
well and the phase of the profile changes also significantly as
shown in figure 13(d).

The presence of N in the mixture has a dramatic effects on
the EEDF as well, as shown in figure 14. Already at 1% N,
content, the marked spatial modulation of the EEDF observed
in pure Ar (see figure 6(b)) vanishes almost completely. With
the addition of more N, the low energy part of the EDDF
gets gradually more populated as a result of the low-threshold-
energy processes in N».

Finally we present results for the case of pure Nj.
Figures 15(a) and (b) display spatial profiles of the mean
electron velocity as a function of L, while panel (c) of the
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a function of the Ar/N, mixing ratio as shown in (c). The results of our calculations are cross checked with the data of [56]. (d) Phase of the
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same figure shows the behaviour of the mean electron energy.
At large L (i.e. at L >2 cm), both the v(x) and 2(x) pro-
files approximate the spatial dependence of the electric field.
For these conditions, the phases of the first harmonic of
both of these profiles approaches zero, as it is revealed from
figure 15(d). These are signatures of the local character of the
transport. For large L, we indeed find a very slight spatial mod-
ulation of the EEDF as well, as it can be seen in figure 16(c) for
L =4 cm. The only observable signature there is a small mod-
ulation of the high energy cutoff with x/L, arounde ~ 2.5 eV.
The vast majority of the electrons have energies less than 2 eV.
For such energies, as figure 2(b) reveals, the energy relaxation
length is in the order of A, ~1-2cm. For any L exceeding
this value we expect that the swarm properties reflect the
local value of the electric field, as it is actually confirmed in
figure 15(a).

5. Summary

In this work, we have investigated via Monte Carlo simu-
lation the characteristics of electron transport in a station-
ary, spatially modulated electric field. The computations have
been executed for Ar and N, gases and their mixtures at
(spatially averaged) reduced electric fields in the 10—40Td

range. Particles have been traced in a finite spatial region sub-
jected to periodic boundary conditions.

Within the range of the reduced electric field considered, a
strong response of the transport parameters to the electric field
modulation was observed. At low modulation depths, the spa-
tial profiles of the mean electron velocity and energy exhibited
a harmonic shape. The phase angle between the electric field
and the above quantities, as well as the harmonic content of the
latter at higher modulation depths were revealed by Fourier
analysis. All the quantities analysed showed highly nonlocal
transport, except for the case of pure N, at long modulation
wavelength, where signatures of local electron transport were
observed.

At conditions, where the high modulation depth of E/N res-
ulted in the appearance of a region where the direction of the
electric field is reversed, we observed trapping of the elec-
trons. The stationary case, where all electrons are supposed
to be trapped was not reached due to the slow accumulation
of the electrons. The latter was found to be caused by the fact
that the modulation of the electric field favours inelastic col-
lisions (that represent high energy loss) outside the domain
of the reversed field. For a realistic description of any experi-
mental setting the inclusion of either Coulomb or thermal col-
lisions is necessary.
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20%.

Understanding the transport characteristics requires the
analysis of the spatial variation of the electron energy distri-
bution function (EEDF). We have computed this function for
various parameter combinations and have found pronounced
structures at the resonance condition where the potential drop
over the simulation box is~ 13V in pure Ar. The strongest
resonance was found for (E/N), = 20Td. At lower reduced
electric field, elastic collisions play a more prominent role in
the electron energy balance, while at higher field more excita-
tion channels are open due to the higher electron energy, and
this adversely affects the synchronisation of the kinetics of
individual electrons. The analysis of the rates of the inelastic
collision processes at 20 Td showed that for these conditions
only few levels of the Ar atom are preferentially excited.

Even small amounts of N, admixtures were found to lead
to the vanishing of the structures in the EEDF due to the

wider range of excitation energies of the N, molecule. Fur-
ther directions of the present study include (a) the clarification
of the combined effects of the modulated electric field and the
Negative Differential Conductivity on the transport character-
istics in the case of Ar—N; mixtures, (b) investigations of the
transport properties in the presence of non-sinusoidal perturb-
ation of the electric field strength, (c) inclusion of Coulomb
collisions for an accurate prediction of the properties of the
trapped part of the electron population in regions with reversed
electric field, (d) the introduction of the self-consistent com-
putation of the electric field distribution from the perturbed
densities of the electrons via the Poisson equation in order to
predict the range of existence of standing striations, and (e)
extending the range of E/N to higher values, to observe the
effects of appreciable ionisation on the characteristics of the
electron transport.
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Abstract

Two experimental apparatuses used to obtain electron transport coefficients in gases are
compared based on measurements in CO, over a wide range of E/N-values. The operation
principles of the two experimental systems as well as their data acquisition methods are
different. One operates under the time of flight (TOF) principle, where the transport coefficients
are obtained by fitting the theoretical form of the electron density of a swarm in an unbounded
region, n(x, t), to the measured current at different values of the drift length, (L, f). The other
experimental apparatus operates in the Pulsed Townsend (PT) mode, where the electron
transport coefficients are obtained by fitting the spatial integral of n(x, f) over the drift region to
the measured, time-dependent current signal, I(¢). In both apparatuses, the measured E/N range
was extended as much as possible to allow a large overlap for the comparison of the results. The
bulk drift velocity, W, obtained by the two systems agrees well (within a few %) over a wide
range of E/N values (100 Td < E/N < 1000 Td). The agreement between the data sets for the
longitudinal component of the bulk diffusion tensor, Dy, is less satisfactory, the TOF data show
systematically higher values (by 10-50% depending on E/N) than the PT measurements.
Significant differences are also found below 100 Td in case of the effective ionisation frequency,
Vest, and the (steady state) Townsend ionisation coefficient, a.¢, where the TOF apparatus is
unable to give accurate results. Our comparison justifies the correctness of the measured data
over the range of agreement and also indicates the interval in E/N where the data obtained by
each of the experimental systems can be taken to be reliable. The limits of the operating regimes
of the two setups, stemming from the hardware and from the physical limits, are discussed.
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5Y terms of the Creative Commons Attribution 4.0 licence. Any
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1. Introduction

Transport coefficients of charged particles in gases, besides
having paramount importance in swarm physics, serve as fun-
damental input parameters for fluid modelling of gas dis-
charges. In addition, they can be used to check and adjust
cross section sets of different collision processes relevant for
gas discharge physics, as transport coefficients can accurately
be computed from the cross sections [1]. In order to improve
plasma technologies, a thorough understanding of the chem-
ical and physical processes present in the plasma phase is
required, for which transport coefficients can be of use. As
the most mobile charged particles are electrons in the plasma,
accurate measurements of electron transport coefficients are
crucial.

The gas investigated in this work, CO,, owing to its role
in global warming, has been the subject of several research
works, which mainly focus on its plasma-catalytic splitting
into CO and O, [2-6], or its conversion into other valuable
chemical compounds through e.g. a reaction with CHy (so-
called dry reforming) [7—11]. Different types of plasma react-
ors have been applied for this purpose, e.g. dielectric bar-
rier discharges (DBDs) [12—16], microwave plasmas [17-19],
gliding arc [20-22] and spark discharges [23, 24]. The electron
transport in CO; plays a key role in the optimization of non-
equilibrium atmospheric pressure plasmas [25], in the model-
ing of production of oxygen in the atmosphere of Mars [26, 27]
as well as in many studies of the CO, lasers [28] and particle
detectors used in high energy physics [29].

The determination of transport coefficients has convention-
ally been based on drift tube measurements, where a low-
density ensemble of electrons (an electron swarm) is created,
which is subject to a homogeneous external electric field
[30-32]. Based on their operation principles, we can distin-
guish between three major types of swarm experiments [33]:

e Time of flight (TOF) systems, where electron swarms are
initiated by short pulses of an UV laser which hits a neg-
atively biased electrode, thus emitting electrons through
photoemission [31, 34, 35]. The system is equipped with
a detector that collects ‘arriving’ charges and gives a signal
that is proportional to the number of these particles. In our
previous works [42, 43] it has been assumed that the detec-
ted signal is (under hydrodynamic conditions) proportional
to the spatio-temporal distribution of the density of the elec-
tron swarm, n(x, t) (see section 3 for definitions). From the
functional form of n(x, ), electron transport coefficients can
be obtained through e.g. a fitting procedure.

e Pulsed Townsend (PT) systems [36—39], where the exper-
imental realization is similar to that of a TOF system,
but in this case the time-dependent displacement current
generated by all the moving electrons within the whole

electrode gap is measured at fixed electrode separation, i.e.
the measured current /(¢) is:

I(r) oc/n(x,t)dx, (1)
0

where L is the electrode separation. The measurement can
be repeated with different electrode separations. This way
the consistency of the results can be checked. In a PT
system, essentially the same transport coefficients can be
obtained as in case of a TOF experiment.

o Steady state Townsend (SST) systems, where, unlike the
two other types above, a steady stream of electrons is emit-
ted from the cathode. At sufficiently large distances from
the cathode, the following assumption can be made:

QeffX
’

n(x) xe 2)
where aer is the effective ionization coefficient [40]. This
transport coefficient can be determined by e.g. measur-
ing the anode current at different gap distances. The other
option under SST conditions would be the measurement of
spatial profiles of emission that could be subsequently nor-
malized at the anode to give spatially resolved net excit-
ation rate. Such measurements in low current Townsend
discharges allow a better understanding of various excit-
ation mechanisms, including excitation by heavy particles
and fast neutrals [41].

Assessing the accuracy of the measured coefficients is as
important as the measured values themselves. Measurements
obtained from a single experiment can only be evaluated with
respect to their precision (which is related to the measurement
scatter) but not with respect to their accuracy (i.e. how well the
measurements represent the true physical values). An estim-
ation of the measurement accuracy can only be done via a
detailed comparison with other measurements or with simu-
lations. Such comparisons require detailed knowledge of the
experimental conditions and data acquisition procedures for
measurements (respectively simulation settings and underly-
ing assumptions for simulations), in order to identify the cause
of possible differences.

In this work, a comparison of measurements of electron
transport coefficients in CO, by two state-of-the-art experi-
mental setups working under conceptually different principles
and operating conditions, and using different data acquisi-
tion methods is presented. The transport coefficients investig-
ated are the bulk drift velocity, W, the longitudinal component
of the bulk diffusion tensor, Dy, the effective ionization fre-
quency, Ve, and the effective ionization coefficient, cg. One
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of these setups is a ‘scanning’ drift tube apparatus [30], operat-
ing under TOF conditions, where a given electrode separation
is scanned over, i.e. one measurement consists of a series of
measurements at gap distances between a given minimum and
maximum value, thus enabling the determination of the whole
spatio-temporal distribution of the electron number density,
n(x, t). The other experimental system [36, 37] works under
PT conditions, where for a given point in the parameter space,
(p, U, L), the displacement current from the electrons as well
as the ions is measured. Here p is the pressure, U is the applied
voltage and L is the electrode separation, which determine the
reduced electric field (E/N) value. By integrating the known
analytic formula for n(x, t) (see section 2.2), the same transport
coefficients can be determined as in case of the TOF system,
thus enabling a direct comparison of two different techniques
aiming to reach the same goal. To our knowledge, such a dir-
ect comparison has not yet been conducted for the experiments
currently in active use. Thus, one of the main objectives of the
present paper is to make comparisons between the two exper-
imental systems using the measurements of electron transport
coefficients in CO,. This will allow us to assess the advant-
ages and disadvantages of these two experimental systems,
their accuracy and limits of applicability. The manuscript is
structured as follows: In section 2 the experimental apparat-
uses and the related data acquisition methods are described in
detail (in sections 2.1 and 2.2, respectively, for the TOF and
PT setups). A comparison of the two approaches is given in
section 2.3. The experimental results are presented in section 3
and discussed in section 4 and finally, conclusions are drawn.

2. Description and comparison of the experimental
systems and data acquisition.

Below, in sections 2.1 and 2.2 we provide a detailed descrip-
tion of both experimental setups and the specific data acquis-
ition methods used. In section 2.3 a comparison of the two
techniques is given.

2.1 The time of flight experiment

2.1.1. Description of the experimental setup. =~ TOF exper-
iment is based on a ‘scanning’ drift tube apparatus, which
has been presented in [30]. This apparatus has already been
applied to measure transport coefficients of electrons in vari-
ous gases: argon, synthetic air, methane, deuterium [42], car-
bon dioxide [43], acetylene (C,H»), ethylene (C,Hy4) and eth-
ane (CyHg) [44]. The simplified scheme of the experimental
apparatus is shown in figure 1.

The drift cell is situated in a stainless steel vacuum cham-
ber. The chamber is evacuated by a turbomolecular pump
coupled to a rotary pump to a pressure of ~1 x 10— Pa. The
pressure of the gases used inside the chamber is measured by
a capacitive gauge (Pfeiffer CMR 362). The experiments have
been conducted with a continuous slow (~ sccm) flow of the
gas. The pressure was varied as a function of E/N (between
300 Pa (at the lowest E/N) to 20 Pa (at the highest E/N)) in

order to optimize the measured current of the drift cell, while
paying attention that the applied voltage remains below the
breakdown threshold over the whole range of the electrode dis-
tances covered during the scanning process.

Ultraviolet light pulses of a frequency-quadrupled diode-
pumped YAG laser enter the chamber with a pulse duration
of 5 ns FWHM and a repetition rate of ~3 kHz via a feed-
through with a quartz window, traverse the grounded elec-
trode via a hole with a diameter of 5 mm and reach the sur-
face of a Mg disk of 5 mm diameter and 4 mm thickness, used
as a photoemitter. The energy of a single pulse is 1.7 uJ (at
A =266 nm). The Mg disk is embedded inside the cathode of
the stainless steel drift cell, which is 105 mm in diameter. The
detector facing the cathode at a distance L; consists of a groun-
ded nickel mesh with 7' =88% ‘geometric’ transmission and
45 lines/inch density (type MN17, manufactured by Precision
Eforming LLC) and a stainless steel collector electrode that is
positioned at L, = L; + 1 mm, i.e. | mm above the mesh.

Electrons generated by the laser pulses reaching the Mg
disk move towards the collector under the influence of an
accelerating DC voltage applied to the cathode by a BK Pre-
cision 9185B power supply. The voltage is adjusted accord-
ing to the required fixed E/N value for the given exper-
iment and the actual gap distance (L;) during the scan-
ning process. The current of the detector system is gener-
ated by the moving electrons within the mesh-collector gap.
The collector current is amplified by a high speed current
amplifier (type Femto HCA-400 M) connected to the col-
lector, with a virtually grounded input, and is recorded by
a digital oscilloscope (type Picoscope 6403B) with 0.8 ns
time resolution. Data collection is triggered by a photodi-
ode that senses the laser light pulses. Due to the low light
pulse energy an averaging over typically 20000 to 150000
pulses is required. The experiment is fully controlled by
a LabView software.

During the measurements, current traces are recorded for
different values of the gap length (L;). The mesh and the
collector are moved together by a step motor connected to a
micrometer screw mounted via a vacuum feedthrough to the
vacuum chamber. The distance between the mesh and the cath-
ode can be varied within arange of L; = 7.8...58.3 mm. Within
this range 53 different gap distances are scanned over in the
experiments reported here. The measurements have been car-
ried out at a lab temperature of 7T=20+2 °C.

Our apparatus performs the best at high E/N conditions.
At low E/N we have observed low signal levels, which most
likely originate from a decreasing ‘escape factor’ of the elec-
trons from the cathode. It has been found [64], that at such
conditions many of the electrons emitted from the cathode are
backscattered and absorbed there after a few gas phase elastic
collisions. This effect can significantly reduce the emission
efficiency of the cathode. At higher E/N, where inelastic colli-
sions also occur, these electrons cannot move back to the cath-
ode and the ‘escape factor’ approaches a value of 1.

2.1.2. Data acquisition.  The measured displacement current
at the collector is proportional to the flux of the electrons
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Figure 1. Schematic of the TOF system.

that enter the mesh-collector gap. Under hydrodynamic con-
ditions, i.e. when electrons reach a stationary (local equilib-
rium) state where the (one particle) electron velocity distri-
bution function, f (v,r,f) has lost memory of its initial state
and all space-time dependence is expressible through linear
functionals of the electron number density, n.(r,f), which
means, that the macroscopic (transport) parameters of the
swarm are space- and time-independent, the electron flux con-
sists of two terms: the advective and diffusive component
(assuming that higher spatial gradients of the electron dens-
ity are negligible) [33]. The advective component is propor-
tional to the electron density, where the proportionality factor
is the flux drift velocity, and the diffusive component equals
the flux diffusion tensor times the electron number density
gradient [67].

Using Ramo’s theorem [68, 69], it can be shown that for
the experimental conditions considered in the present case, the
contribution of the diffusive component to the current is neg-
ligible compared to the contribution of the advective compon-
ent, except in the early stage of the swarm development when
the spatial gradients of the electron number density are more
significant. Therefore, we can assume, that the measured cur-
rent is proportional to the electron number density, which, for
a spatially infinite one dimensional (1D) system has the fol-
lowing analytic form [70]:

This formula is the solution of the spatially one dimen-
sional diffusion equation and describes a Gaussian pulse in
infinite space drifting in the x-direction with bulk drift velo-
city, W, and diffusing with respect to the centre-of-mass with
the longitudinal component of the bulk diffusion tensor, D .

(x — Wi)?

ne(x,t) = exp {Vefff— TaDir (3)

1o
(47DL1) /2

Furthermore, ny is the electron number density at the initial
point (i.e. x =0, t =0), and v, is the effective ionization fre-
quency (that is the difference of the ionization frequency and
the attachment frequency). These transport coefficients, i.e.
W, D and v, are obtained by fitting equation (3) to the res-
ults of the measurements, the so-called ‘swarm maps’. In the
experiments we record current traces, i.e. the current signal
generated by electrons reaching the collector at a given gap
distance, averaged over many laser pulses. A swarm map is
a collection of such current traces at different gap length val-
ues (see figure 2). From these transport coefficients the ioniz-
ation coefficient, agr, can also be determined by applying the
relation [67]:

1w
Oleff  2Veff

Vett

“

|Veff|

The assumption that the measured signal is proportional to
the electron number density (with the analytic form of (3))
is an approximation, because the detection sensitivity to the
‘incoming’ electrons i.e. those entering the mesh-collector gap
was found to depend on the gas pressure and the collision
cross sections, which both influence the mean free path of the
electrons [71]. That is, a variation of the energy distribution
function at different positions within the swarm (i.e. along the
x-direction) may result in a distortion of the detected signal,
which will then deviate from the analytical formula used to
obtain the transport coefficients.

The deviation caused by this effect can be quantified by the
simulation of the electrons motion in the experimental sys-
tem, including the detector region. From such a simulation,
one can derive the time-dependent response of the detector to
the electron cloud at the same conditions as in the experiment
(i.e. at the same pressure, E/N, and gap length L,). When this
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Figure 2. Measured and normalized swarm maps for different values of E/N in CO; (a)—(c), together with vertical cuts of (b) which are the

measured current traces at the gap distances given in the legend (d).

procedure is accomplished for a sequence of gap length val-
ues, a simulated swarm map can be constructed. Applying the
same fitting procedure as described above for the experimental
data, a new set of transport coefficients can be calculated.
Now, if some kind of ‘reference’ transport coefficients are
known, the error created by the experimental method and
related assumptions in the data analysis can readily be quan-
tified. These ‘reference’ transport coefficients can be obtained
from independent kinetic computations, based on either the
solution of the Boltzmann equation or on Monte Carlo simu-
lation, based on cross section set for the electrons’ reactions
in the given gas. For this purpose, we use the cross section set
of Hayashi [45]. The result of the comparison of the transport
coefficients obtained from the fitting of the simulated swarm
maps and the ‘reference’ transport coefficients is a correction
factor at the given p and E/N. Repeating the above procedure
for all the experimental parameter settings yields corrections
factors for all the experimental conditions. (We note that as the
same cross section set is used in the system’s simulation and
in the computation of the ‘reference’ transport coefficients,
any uncertainties in the cross sections vanish in first order.)
Applying the correction factors to the experimental data yields
‘Corrected’ values for the measured transport coefficients
which are expected to be free from the effects of the assump-
tions in the fitting procedure.

A low correction factor indicates that the fitting procedure
using equation (3) is correct, whereas higher values indicate
that this assumption cannot be made for the given conditions.
Figure 3 shows the deviations between the simulation of the

experimental system and the kinetic swarm calculations. In
case of the bulk drift velocity, W (figure 3(a)), the deviation is
within 5% for the whole E/N range, and thus the determination
of this transport coefficient can be taken to be reliable. The
same can be stated about the effective ionization frequency,
vesr and the effective ionization coefficient, aegr (figure 3(c)
and (d), respectively), except for E/N-values between 100 Td
and 200 Td, where the deviation rapidly grows with decreasing
E/N-values. The situation is worse for the longitudinal com-
ponent of the bulk diffusion tensor, Dy, (figure 3(b)). Here,
the deviation ranges between ~ —25% to ~ 20%. The reason
for this is, that this transport coefficient is determined by the
spread of the measured signal, which is more susceptible to a
deviation from the assumed functional form of equation (3), as
the electron energy is inhomogeneous within the swarm (elec-
trons with higher energies tend to be in the front of the swarm,
while those with lower energies tend to ‘fall behind’), thus the
detection sensitivity will not be uniform for the whole swarm.

The uncertainty of the measured data originates from (i)
the finite precision of the components of the experimental sys-
tem (e.g. pressure gauge, power supply, setting of the electrode
gap, etc), (ii) slightly varying external conditions (fluctuations
of the laser light intensity during the course of the scanning
process (typically taking 10-100 min), the gas pressure, the
temperature of the laboratory, etc) and (iii) the finite duration
of the laser pulses and the finite noise level and response time
of the measurement apparatus (amplifiers, oscilloscope, etc)
[42]. Our estimation of these results in an uncertainty for the
drift velocity that is below 5%, for the longitudinal component
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of the diffusion tensor of ~ 25%. For the effective ionization
frequency, the uncertainty at high E/N is estimated to be in
the order of ~ 15%, which rapidly increases, when this coeffi-
cient decays orders of magnitude towards low E/N values. The
errorbars shown with our experimental data express these val-
ues (only for some measurement points the uncertainty from
the fitting procedure exceeds this value) which results in the
slightly bigger errorbars for these cases.

2.2. The pulsed Townsend experiment

2.2.1. Description of the experimental setup.  The PT exper-
iment has already been described in detail in previous works
[36,37], and has been used to obtain electron and ion
swarm parameters in many fluorinated gases and gas mixtures
[46-59] as well as in Ar, N,, CO,, O,, N,O and mixtures of
those [36, 37, 60-63].

The schematic layout of the experimental apparatus can be
seen in figure 4. The electrodes are encapsulated in a 100 L
stainless-steel vessel. The pressure inside the vessel is meas-
ured using the capacitive diaphragm gauges Pfeiffer CMR364,
CMR371 and CMR372 which have full scale values of 100 Pa,
10 kPa and 100 kPa respectively, as well as a full range gauge
PKR261. The lab temperature is regulated at 21 °C, and the
temperature is measured on the external surface of the vessel
with a T-type thermocouple.

When the turbo pump is running, the pressure in the ves-
sel is about 1 x 1073 Pa. Before the measurements, the pipes
connecting the gas bottles are first evacuated through the ves-
sel, and then abundantly flushed with the gas(es) under use.
Then, the vessel is evacuated again and the gate valve is closed.
The pressure in the vessel just before filling the gas is about
1 x 1073 Pa. After filling, the valves are closed and the exper-
iment is performed under fixed gas conditions.

The electrodes used for this experiment have a Rogowski
profile, and have a total diameter of 16.5 cm. A photocathode
of 2.5 cm diameter is mounted at the center of the cathode.
The photocathode is made of quartz coated with two metallic
layers: a 10 nm magnesium layer, topped with a 5 nm pal-
ladium layer. The photocathode is illuminated from the back
with a UV laser of type FQSS 266-200 from Crylas, with a
wavelength of 266 nm, a pulse duration of 1.5 ns FWHM, a
pulse energy of 200 uJ and a repetition rate of 20 Hz, which
releases electrons from the metallic layer. The laser beam is
expanded (‘BE’ in figure 4) to cover about 4 cm? of the pho-
tocathode surface. The laser intensity is automatically reduced
with a linear attenuator if needed to keep the total charge of the
electron avalanche below 10 pC.

The emitted electrons move towards the grounded elec-
trode under the influence of a negative DC voltage applied to
the cathode using a Heinzinger PNChp power supply (either
PNChp 1500 or PNChp 60000, depending on the voltage
required). The electrode spacing can be adjusted with a pre-
cision of £10 um by moving the grounded electrode with a
Newport UTSPPV6 stepper motor. The displacement current
is measured at the grounded electrode using a transimpedance
amplifier HCA-400 M-5 K-C and a voltage amplifier DHPVA-
200 from Femto, and a RTO 1024 oscilloscope. A capacitor of

2 nF and a resistor of 1 Mf) are inserted between the power
supply and the cathode, in order to make sure that the capa-
citive charging current in the circuit is negligible compared to
the current induced to the electrodes by the motion of electrons
and ions. The signals are averaged over approx. 200 measure-
ments to increase the signal-to-noise ratio.

To perform a series of measurements, the change of voltage,
electrode spacing and pressure is automated. For the auto-
matic change of pressure, the gas is initially filled to the
highest measuring pressure, then the pressure is automatically
decreased step-wise by opening the valve to the rotary vane

pump.

2.2.2. Data acquisition.  In the PT system, the motion of the
charge carriers (electrons and ions) present throughout the gap
is sensed directly via the induced displacement current which
flows in the outer circuit. Since electron and ion mobilities dif-
fer by orders of magnitude, the measured current is analyzed
on two different timescales, nanoseconds and microseconds.
Hydrodynamic conditions are assumed during the transit time
of charged species. Assuming perfectly absorbing electrodes,
time- and space-independent transport coefficients allow us to
relate the measured displacement current to their total number
via Ramo’s theorem [68]:

L
ng(x, 1) dx, (5)
0

Wk Wk

1(1) = ;Clo I Ni(t) = ;Clo 2 /
where N is the number of particles of species k, drifting at
constant flux velocity wy between the electrodes of distance
L [67]. In the evaluation method used in this paper, ion spe-
cies are distinguished as two distinct positive and negative ion
swarms with respective mobilities. On the electronic times-
cale, these can reasonably be assumed motionless. Hence, the
temporal evolution of the positive and negative ion densities
depends solely on the electron density and on the ionization or
attachment event frequencies during the transit of electrons.

The total current can then be expressed in terms of the elec-
tron component using equation (5) as:

t
Lot (1) = 1(2) + Lion (1) = L (1) + (u,»wp + z/awn) / I(1)d?,
We We 0
(6)
where v;, v, are the ionization and attachment frequencies and
wp, wy and w, are the positive and negative ion, and electron
flux velocities, respectively. These are all unknown paramet-
ers at this point. However, it is possible to evaluate the con-
stant in front of the integral by estimating a time 7" from the
measurements at nanosecond timescale for which the elec-
tron current is zero, i.e. when all electrons have reached the
anode. The electron current is separated by solving iteratively
equation (6) starting with 1 () = Lot (2) until the sequence
i (¢) converges:

‘ Loi(T) T
1D (1) = Ly(1) — | =l /Igf Ddr,
(1) = Lot(1) <fOTI§fl)(ﬂ)dz’> | () @)

where at time T, Iy (T) = Lion (7).
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Figure 3. Deviations of the results between the swarm parameters obtained from the simulations of the experimental system (S) vs. the
theoretical values (7), i.e. (S — T)/T for the bulk drift velocity (a), the longitudinal component of the diffusion tensor (b), the effective
ionization frequency (c) and the effective ionization coefficient (d). Applying these correction factors to the experimental results (Xexp) leads

to the set of ‘Corrected’ transport coefficients (Xcorr) as Xcorr = Xexp

Assuming that all electrons are emitted at =0 (i.e. no ini-
tial broadening of the electron cloud) the electron density is
given by equation (3) and the electron current can be simply
derived analytically as:

o qoNe(0)we B Wet — L
L(1) = T exp (Vegrt) (1 erf (\/@ >> , (8

where the bulk drift velocity and longitudinal diffusion coeffi-
cients, W, and Dy, as well as the effective ionization frequency
— v, are obtained by fitting equation (8) to the extrac-
ted electron current waveforms of given E/N value. Strictly
speaking, equation (8) is derived assuming the cathode is loc-
ated at —oo. An example of measured electron current in CO,
at high E/N and its fit according to equation (8) is shown in
figure 5(a).

The assumption of no initial broadening in equation (8)
leads to an error (overestimation) when fitting the longitudinal
diffusion coefficient NDy . This error is negligible when the
broadening of the electron swarm during the drift is much lar-
ger than the initial broadening oy, i.e. /2D T, > o(, where
T, is the electron transit time given by L/W,. The condition
V2D T, > oy is fulfilled at sufficiently low pressure and suf-
ficiently large electrode spacing. The amount by which ND is
overestimated increases with increasing E/N because the drift
time 7, decreases, and it also increases with increasing gas

Veff = Vi

e

T
= Xexp-

pressure because Dy decreases. Consequently, the preferred
values of NDy, are those obtained at the lowest available pres-
sure. Figure 6(a) shows two electron currents measured in CO,
at E/N =40Td, at two different pressures: 0.2 kPa and 60 kPa.
It can be seen that the effect of the diffusion, i.e. the broaden-
ing of the signal, is much larger at 0.2 kPa than at 60 kPa. At
60 kPa, neglecting the initial broadening leads to a significant
overestimation of the diffusion coefficient NDy . Figure 6(b)
shows the values of NDy, obtained at different pressures, and
subject to an error because of neglecting the initial broadening.
A clear increase of NDy, (and of its associated uncertainty) is
visible with increasing pressure and with increasing E/N. Note
that the error bars shown in figure 6(b) reflect the uncertainty
on NDy, due to the fitting procedure and do not include the
error due to neglecting the initial broadening.

In contrast to the diffusion coefficient NDy, it is bene-
ficial to measure the effective ionization coefficient s at
the highest possible pressure, because the uncertainty of
Verr/N is inversely proportional to the gas density N. In
figure 6(a), the value of vegr/N can be read much more accur-
ately at 60 kPa than at 0.2 kPa, where the negative slope
of the current is barely visible. Therefore, the preferred val-
ues of ver/N are those obtained at the highest available
pressure.

Having extracted the electron transport coefficients, the
positive and negative ion currents can be now derived
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where ¢ =t—T,, Iy = M is the initial electron current
and T, = L/W, and T, = L/W,, the transit times of the negat-
ive and positive ion swarms. An example of calculated total,
negative and positive ion currents is given in figure 5(b). The
discussion of the ion transport properties is, however, not the
topic of this work.

In the PT setup, the E/N values are set with an accuracy
of + 0.5% over a wide range of pressures (0.01 Pa... 100 kPa
=+ 0.15%), distances (11 mm. ..35 mm =+ 10 um) and voltages
(7.5 V...60 kV £ 0.02%) taking also into account the uncer-
tainty on the measured room temperature and the slight

®

inhomogeneity of the applied electric field in between the elec-
trodes (0.2%) [36]. In the evaluation of the effective ionization
rate at a set of (U, L, p)-values, the main source of uncertainty
is the noise on the signal. To increase the signal to noise ratio
(SNR), the measurements are repeated a large number of times
(200 to 400 repetitions for 20 < E/N < 1000 Td and more than
1000 repetitions for E/N < 20 Td) and only the average signal
is kept for the evaluation. In addition, the photocathodes are
frequently renewed to maintain a number of initial electrons
above 10°. For the drift velocity and the longitudinal diffusion
coefficient, an additional source of error is the limited band-
width of the transimpedance and voltage amplifiers as well as
the finite laser pulse length in the determination of the diffu-
sion coefficient.

The high reproducibility of the measurements demon-
strated in [36] allows a flexibility in choosing the appropriate
range of operating conditions for which the uncertainty on the
evaluated swarm parameters is the lowest as described above.
To get an estimation on the accuracy of the measurement in



J. Phys. D: Appl. Phys. 54 (2021) 035202

M Vass et al

(a)

0.8
0.6

0.4

I (arb. units)

0.2

<1 9.76 kPa
6 -102.97 kPa
©1.18 kPa
00.18 kPa
4 {
RN
3
8 R
2l @ o % 3 o o
posom T
\ \
40 50 60 70 80 90

E/N (Td)

Figure 6. (a) Electron current in CO; at E/N = 40 Td, with an electrode spacing of about 30 mm, at two different pressures: 0.2 and 60 kPa.
(b) Longitudinal electron diffusion coefficient derived from the measurements in CO, at different pressures (the vertical error bars reflect
the uncertainty from the fitting procedure, they do not include the error due to neglecting the initial broadening of the swarm). According to
the hydrodynamic approximation, the values of NDy, should be independent of pressure. Here, the values of NDy, are pressure-dependent,
because neglecting the initial broadening of the swarm leads to overestimating NDy, by an amount increasing with pressure and with E/N.
Therefore, the most reliable values are those obtained at the lowest pressure, here 0.18 kPa.

addition to the precision, measurements at a single E/N-value
are repeated for a large set of (U, L, p)-values. The standard
deviation which derives from this is included in the evaluation
of the errorbars and is the largest contributor for 20 < E/N <
500Td.

2.3. Comparison of the approaches

Some key differences and limitations of the two experimental
systems are highlighted in this section. Most of the time, these
limitations can be prevented in the experiment itself or over-
come by advanced signal analysis when they are detected and
their origin is known. Because of different design goals, the
two setups typically operate at different experimental condi-
tions and with different hardware:

o electrode diameter: The electrode diameter should be suf-
ficient to ensure that all electrons are collected, taking into
account the transverse diffusion.

e operating pressure: A sufficiently low operating pressure
enables measurements at elevated E/N values because the
electron multiplication is limited and does not lead to elec-
trical breakdown. In contrast, the benefit of a high operating
pressure is to obtain more precise values for the reaction
rate coefficients, and to observe the drift ions, additionally
to that of the electrons. By analyzing the ion current, differ-
ent reaction rate coefficients can be distinguished, not only
the effective ionization rate coefficient. The TOF setup was
primarily designed to operate at low pressure, from a few
10 Pa to a few 100 Pa, whereas the PT was designed to
operate from 1 kPa to 100 kPa. A set of measurements in
the PT setup typically includes different pressures, so that
the rate coefficients of two and three-body processes can be
distinguished. At low pressure, the PT technique is limited
by the physical condition that swarm-equilibration should

be much faster than the drift time of electrons through the
cell. The PT setup is limited at high pressure to 100 kPa
because the experiment was not designed to have internal
over-atmospheric pressure. Regarding the TOF system, the
response time of the data acquisition electronics and the
finite duration of the laser pulses sets the limit of operation
at low pressures, while the vanishing signal level (as dis-
cussed in section 2) limits the operation at high pressures.

laser power: The pulse energy influences the number of
initial electrons in both setups. The benefit of a low pulse
energy (smaller number of initial electrons) is that it is
easier to avoid problems such as space charge effects,
breakdown and excessive production of excited species.
The benefit of high pulse energy is that less averaging (repe-
titions) are needed to measure the current signals. Addi-
tionally, a high number of initial electrons is required in
case of gases and conditions when strong electron attach-
ment is present. The TOF and PT setups operate at the same
laser wavelength of 266 nm but with different pulse energy:
1.7 pJ per pulse for the TOF setup and adjustable from 2 to
200 pJ per pulse for the PT setup. The higher repetition rate
in the TOF setup makes it easier to perform averaging over
a higher number of pulses, which is necessary at the lower
pulse energy of this system.

laser pulse length: In both data acquisition methods the
finite duration of the laser pulses is neglected. In reality,
this finite duration (the time-dependent intensity during the
pulse) extends the spatial size of the electron cloud, with
respect to an ‘ideal’ cloud shape that belongs to an instant-
aneous emission of the electrons, of which the mathemat-
ical form (3) is assumed in the data analysis in both sys-
tems. The finite duration of laser pulses of 1.5 and 5 ns,
respectively, for the PT and TOF setups, is however, short
compared to the transport time scales that are typically in
the order of ~100-1000 ns (see figures 2 and 6). For the
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TOF measurements, the possible effects of the broadening
of the electron cloud has to be kept in mind at high E/N
and low pressure conditions. For the PT setup, in turn, the
effect of initial broadening is particularly noticeable in the
evaluation of the diffusion coefficient at low electrode sep-
aration distance and higher pressure, as mentioned above in
section 2.2.2.

Additionally, the two setups address differently the physical
limitations of the measurements:

e Non-hydrodynamic region: A certain time/drift length is
needed for the photoelectrons emitted from the cathode
to reach the steady-state energy distribution. During this
equilibration time / space, the transport parameters are not
defined and there is no straightforward interpretation for the
measured current. As such effects are not accounted for by
the mathematical form of the spatio-temporal density dis-
tribution of the electron cloud used in the data acquisition
for both systems, working under conditions that ensure a
short equilibration time with respect to the transport time
scale/short equilibration length with respect to the elec-
trode gap is strongly preferred. In the swarm maps obtained
from the TOF measurements non-equilibrium behavior can
directly be observed [71] and excluded from the analysis.
In the PT setup, in turn, this effect can neither be dir-
ectly observed nor excluded. As the scanning TOF system
has a minimum electrode gap defined by its construction
the most sensitive region cannot be observed. Therefore,
attention has to be paid in both experiments to avoid con-
ditions with excessive equilibration time / length for the
swarms. In general, non-equilibrium effects are most crit-
ical in atomic gases and at E/N values of typically few times
10 Td. In molecular gases the effect is less pronounced. Due
to the pressure x length scaling, operation at high pres-
sures is advantageous at low E/N, which favours the use
of the PT system, which is more suited to work under such
conditions.

Space charge effects: In both setups, accumulation of
space charges may distort the (otherwise) constant electric
field over the electrode gap, thus it is to be avoided. The
TOF setup operates with a lower number of initial elec-
trons because of the low laser pulse energy and is thus less
susceptible to this problem. In the PT setup, space charge
effects are mitigated by illuminating a large area on the pho-
tocathode (4 cm?), which lowers the electron density. Addi-
tionally, the total charge of the avalanches is actively regu-
lated below 10 pC by attenuating the laser light between
1% and 100%. This 10 pC charge is an absolute max-
imum, and the vast majority of measurements have a much
lower charge. This total charge corresponds to approxim-
ately 6 x 107 charged particles, which include not only
electrons, but also anions and cations produced. Therefore,
the number of electrons is significantly below Meek’s cri-
terion of 10% electrons for the avalanche to streamer trans-
ition [65]. Decreasing further the total charge is feasible,
but a compromise is needed between avoiding space-charge
effects and maintaining a sufficient SNR ratio [62].

e Presence of excited species: Both setups make efforts to
limit the production and accumulation of excited molecules
and dissociation products, which could affect the transport
parameters by de facto changing the gas composition. The
TOF experiment is pulsed at 3 kHz but a constant gas flow
is maintained to avoid the accumulation of excited species.
In contrast to this, the PT experiment uses no gas flow but
operates with a slower repetition rate of 20 Hz.

Impact of ion collisional processes: In the present study,
both the TOF and PT analysis in CO, assume the pres-
ence of electron attachment and electron impact ionization
only. Generally, this assumption should not be taken for
granted. In some cases, ion collisional processes, such as
an electron detachment from negative ions and ion conver-
sion processes can significantly affect the measured cur-
rent [62, 66]. The rates of ion collisional processes depend
on the collision frequency for collisions between ions and
neutral molecules, on the electric field strength and on the
gas pressure. In conditions where these processes are signi-
ficant, the numerical procedures used to analyse the current
signals should be adapted to include their effects.

Additionally to all above-mentioned points, attention must
be paid to unexpected measured current shapes in both exper-
iments, as these could be indications of further limitations
which were not identified, or operation outside the region of
valid assumptions.

3. Results

In this section, results are presented for the transport coef-
ficients (bulk drift velocity, longitudinal component of the
bulk diffusion tensor, effective ionization rate coefficient and
density reduced effective ionization coefficient) over a wide
range of E/N-values: 8 Td < E/N < 2000 Td for W, 10
Td < E/N <2000 Td for NDy,, 3 Td < E/N < 2000 Td for
Verr/N and 80 Td < E/N < 2000 Td for aeg/N. The data
obtained by the two experimental systems are compared.

Figures 7 shows the bulk drift velocity, W for the PT exper-
iment as well as for the TOF experiment along with the cor-
rected values of the latter, whereby the correction method was
carried out as described in section 2.1.2 (a), and their com-
parison to other experimental data (b). For the bulk drift velo-
city, this correction amounts to a few percents. The datasets
from the two systems for the bulk drift velocity have very
good agreement (within =5 %) over the whole overlapping
E/N range.

For the PT system, each data point corresponds to the aver-
age over 2 to 8 (U, L, p)-values and the data set extends as
low as 8 Td, below which the low SNR prevents a precise
evaluation of the drift velocity, and as high as 1040 Td. The
TOF-experiment provides high-precision data (within a few
percents) at higher E/N-values (up to 2000 Td) and as low as
12 Td. Both methods give very precise results, i.e. they scat-
ter within percents. As for the comparison with other experi-
mental results, our data agrees very well with the works of the
other authors listed above, except for Schlumbohm [74], who
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Figure 8. Comparison of the measured values of the longitudinal component of the bulk diffusion tensor (NDy ) obtained by the two

experimental setups (a) and their comparison to other experimental data (b): Hasegawa et al [73], Hernandez-Avila et al [75], Yoshinaga
et al [76]. In the TOF experiment the pressure ranged between 20 Pa (at the highest E/N) to 300 Pa (at the lowest E/N). The operating

pressures of the PT experiment are indicated in the legend.

also used a PT-method to obtain transport coefficients: in this
case there is an increasing deviation with increasing E/N.
Figure 8 shows the longitudinal component of the bulk dif-
fusion tensor, NDy . In panel (a) the two systems show a gen-
erally good agreement as the error margin of both datasets
overlap. Accordingly to section 2.2.2, for each E/N-value, the
result obtained with the PT system in the lowest gas-pressure
is kept and given here. The discrepancies between the sets of
different pressures is clearly visible in figure 8 and the scat-
ter of the results seems to be enhanced with increasing E/N.
The TOF results have a high uncertainty over the measured

E/N range and increases significantly below 20 Td (as big
as 100 % in some cases), therefore the determination of this
transport coefficient is not reliable at such low E/N values in
the TOF system. The TOF system has a wider range of meas-
urements, i.e. its highest E/N value is 2000 Td . Between 10
Td and 1040 Td , the NDy, values obtained by the PT system
are smaller than that of the TOF system, but the two datasets
show a similar trend, in particular in the range between 20
Td and 200 Td. Considering other experimental data shown
in figure 8(b), there is a reasonably good agreement between
our datasets and previous measurements, especially at low and
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Figure 9. (a) Comparison of the effective ionization rate coefficient
(vett/N) obtained by the two experimental setups. (b) Effective
ionization rate coefficient at low E/N values obtained from the PT
experiment. Note the negative values that indicate the dominance of
electron attachment over ionization.

intermediate (20 Td < E/N < 200 Td) E/N-values. Further-
more, given the higher uncertainty of the TOF-system, the res-
ults of previous measurements are all within the uncertainty
range of the TOF-system.

Figures 9 and 10 show the effective ionization rate coeffi-
cient, v/ N, and the density reduced effective ionization coef-
ficient, cwfr/N, respectively. As mentioned in section 2.2.2,
the effective ionization rate coefficient obtained with the PT
experiment at the highest gas pressure are shown here. The
obtained results with the PT experiment have high precision
over the whole E/N range, i.e. between 3 Td and 1040 Td.
There is a good agreement between the two sets of data at inter-
mediate and high E/N values, i.e. above 150 Td . Below 150

Td, the TOF system does not produce reliable results for the
effective ionization rate coefficient due to the reduced SNR.
As figure 9(b) reveals, electron attachment dominates ioniz-
ation between ~ 40 Td to ~ 85 Td, as indicated by a negat-
ive v value. The strongest attachment occurs at around 70
Td and vanishes as E/N — 0. Figure 10 (b) shows the com-
parison of the present measurements with available experi-
mental data for c.gr/N. The datasets show very good agree-
ment throughout the whole E/N-range, where data is available
(100 Td < E/N < 2000 Td).

3.1. Discussion

3.1.1. Bulk drift velocity and mobility.  Both setups derived
the bulk drift velocity and electron mobility in CO, with a
high precision. Furthermore, the excellent agreement of the
results in the large overlapping region between 10 and 1000 Td
confirms also the accuracy of the results. This implies that the
physical assumptions underlying the analysis of both experi-
ments are valid.

As an example, one of the physical limits of the PT setup
is the non-equilibrium transport of electrons after their emis-
sion from the cathode. If the duration of the non equilibrium
transport would not be negligible, the values of the bulk drift
velocity would be affected. In contrast to this, the TOF exper-
iment can exclude the non-equilibrium transport period from
the analysis. The agreement of both results confirms the phys-
ical assumption of neglecting non-equilibrium transport under
the present conditions in the PT setup.

3.12. Longitudinal component of the bulk diffusion tensor.
In the PT system, the obtained values of the longitudinal com-
ponent of the bulk diffusion tensor are subject to an error due to
the underlying assumption of no initial broadening of the elec-
tron swarm. This error was minimized by selecting the meas-
urements performed at the lowest pressure.

In the TOF system, the obtained values of longitudinal com-
ponent of the bulk diffusion tensor have overall a large uncer-
tainty. As discussed in section 2.1, the correction procedure
of the TOF system yields a greater difference at high E/N
values, as due to the higher energy of the electrons the elec-
tron swarm becomes more anisotropic and hence the detector
sensitivity plays a major role. At low E/N values, the val-
ues of NDy. obtained in the TOF setup are subject to a lar-
ger uncertainty due to the reduced SNR. The reduced SNR
affects the ‘width’ of the signal more than the position of
the maximum value. Therefore, significant uncertainties res-
ult in case of the longitudinal component of the bulk diffu-
sion tensor, which are not present in case of the bulk drift
velocity.

Despite these issues in both experiments, a reasonable
agreement of the results can be observed. It seems that in
the case of the longitudinal component of the bulk diffusion
tensor, the PT system yields slightly more accurate at low and
intermediate values of the reduced electric field, whereas the
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Figure 10. Comparison of the density reduced effective ionization coefficient values (cetr/N) obtained by the two experimental setups
(a) and their comparison to other experimental data (b): Bhalla and Craggs [77], Schlumbohm [78], and Townsend [79].

TOF system does the same at high values of E/N. In this sense,
the two experimental setups complement each other.

3.1. 3. Effective ionization rate coefficient and density reduced
effective ionization coefficient. ~ Above 150 Td , a good agree-
ment is observed between the results of the two experiments,
which confirms their accuracy. Below 150 Td the SNR in the
TOF experiment is not sufficient to obtain reliable results for
the effective ionization rate coefficient, and a fortiori for the
density reduced effective ionization coefficient.

4. Conclusions

Electron rate and transport coefficients (bulk drift velocity,
W, the longitudinal component of the bulk diffusion tensor,
NDy, effective ionization rate coefficient, vefr/N, and dens-
ity reduced effective ionization coefficient, a.gr/N) have been
measured in CO, by two independent experimental setups,
which have been compared to each other and to previous
independent measurements found in the literature. The exper-
imental setups operate under the hydrodynamic conditions
where one is a ‘scanning’ drift tube which belongs to a group
of TOF experiments, whereas the other is a typical PT experi-
ment. However, the data acquisition methods are different: in
case of the TOF system, the whole spatio-temporal distribution
of the density of an electron swarm for an unbound region,
n(x,t) (equation (3)) is fitted to the measured displacement
current, whereas in the PT system its integral over the whole
spatial domain of the drift tube is fitted to the measured time
dependent displacement current. The TOF results undergo a
correction procedure, where the sensitivity of the detector is
taken into account by comparing Monte Carlo simulation res-
ults of the experimental setup and a spatially unbounded region
[44]. Both experimental systems have already been used to
obtain electron transport coefficients in different gases, which
were compared to other, independently measured data.

The results for the bulk drift velocity, W, showed almost
perfect agreement (within ~ 1-2%) over the whole reduced
electric field (E/N) region, where both measurements have
data (between 10 Td and 1000 Td ). The TOF system has
a wider range of reduced electric field where it can provide
experimental data, up to 2000 Td. The comparison to pre-
vious measurements also showed a very good agreement
except for Schlumbohm [74], where considerable deviation
was observed at high E/N-values. The data obtained for the
longitudinal component of the bulk diffusion tensor, NDy,
showed a generally good agreement, although the PT results
are smaller than that of the TOF system over the whole E/N
range. The PT and TOF setups both show a high repeatability
of results. In the PT setup, to further test the accuracy of meas-
urements, additional measurements are performed by varying
pressure and distance as much a possible while keeping the
same E/N ratio. The results differ more than the repeatability
at a single condition would suggest, as was already observed
in a previous work [36]. This shows that high repeatability
is not sufficient to warranty high measurements accuracy. At
low reduced electric field values the TOF system cannot pro-
duce accurate results, as due to the small SNR the ‘width’
of the signal cannot be properly detected and thus the fitting
yields a high uncertainty. The comparison with other data-
sets yielded reasonably good agreement at low and interme-
diate E/N-values (between 20 Td and 200 Td). Regarding the
effective ionization rate coefficient, vesr/N as well as the dens-
ity reduced effective ionization coefficient, cvesr/N, the results
above 100 Td agree within a few percents. Likewise, the agree-
ment is very good between the present results and previous
measurements. Below this threshold, the TOF system cannot
produce reliable results, but it extends the E/N range in the
direction of higher values, up to 2000 Td. Consequently, it
can be stated, that the TOF system gives accurate results for
a wide range of reduced electric field values, but at small val-
ues (below 10 Td for NDy, and 100 Td for vegr/N and cefr/N),
due to the small SNR, the data obtained are either not reliable
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or have high uncertainties. For gases such as CO,, which do
not strongly attach electrons, the PT setup preferably operates
below 1000 Td, whereas the TOF system’s maximal value is
2000 Td. In the overlapping region, i.e. at intermediate E/N
values the agreement of the data obtained by the two experi-
mental systems indicate the correctness of the measured elec-
tron transport coefficients.
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Third-order transport coefficient tensor of charged-particle swarms in neutral gases in the presence of spatially
uniform electric and magnetic fields is considered using a multiterm solution of Boltzmann’s equation and Monte
Carlo simulation technique. The structure of the third-order transport coefficient tensor and symmetries along
its individual components in varying configurations of electric and magnetic fields are addressed using a group
projector technique and through symmetry considerations of the Boltzmann equation. In addition, we focus upon
the physical interpretation of the third-order transport coefficient tensor by considering the extended diffusion
equation which incorporates the contribution of the third-order transport coefficients to the density profile of
charged particles. Numerical calculations are carried out for electron and ion swarms for a range of model
gases with the aim of establishing accurate benchmarks for third-order transport coefficients. The effects of
ion to neutral-particle mass ratio are also examined. The errors of the two-term approximation for solving the
Boltzmann equation and limitations of previous treatments of the high-order charged-particle transport properties

are also highlighted.

DOI: 10.1103/PhysRevE.101.023203

I. INTRODUCTION

Studies of charged-particle swarms in neutral gases under
the influence of electric and magnetic fields have applica-
tions in diverse areas of science and technology ranging
from swarm experiments used to determine electron- and
ion-neutral cross sections [1-5] to plasma processing tech-
nology [6-9], particle detectors used in high-energy physics
[10,11], high-voltage technology [12], and positron physics
[13,14]. These applications often require knowledge of swarm
transport coefficients in the presence of the reduced electric
and magnetic fields, E /ny and B/ng, where E and B are the
strengths of electric and magnetic fields, respectively, while
ng is the neutral number density.

There is a large and growing literature dealing with the
low-order transport coefficients, in which the variation of the
reaction rate, drift velocity and diffusion tensor with E /ng
(and B/ny) for both the electrons and ions [15,16], and since
recently even for positrons [14,17], are reported. In contrast,
little is known about high-order transport coefficients, and
limited data can be found in the literature, particularly for
light charged particles such as electrons or positrons. The
most obvious reason for this situation is the fact that the
transport coefficients of higher-order have been difficult to
measure, difficult to treat theoretically, and even more dif-
ficult to include in plasma models and thus were system-
atically ignored in the traditional interpretation of swarm
experiments [1,3,4,16]. It was usually anticipated that swarm
experiments are performed under conditions in which the
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effects induced by transport coefficients of higher-order are
negligible [18,19]. On the other hand, in the early 1970s, it
was shown that some arrival-time spectra of ions in drift tubes
significantly deviate from the ideal Gaussian pulses which are
represented in terms of the lower-order transport coefficients
only [20]. To our knowledge, there have been only a few
attempts to measure the third-order transport coefficients, or
to be more accurate to interpret the observed data in terms of
the effects of higher order transport [21-24].

In spite of low interest in higher-order transport coeffi-
cients, it was pointed out by several specialists and research
groups that the third-order transport coefficients for electrons
are very sensitive to the rapid variations with the energy of the
momentum transfer cross section as a function of the energy.
For example, it was pointed out by Penetrante and Bardsley
[18] almost 25 years ago that the third-order transport co-
efficients are at least as sensitive to the depth and position
of the Ramsauer-Townsend minimum for elastic scattering
of the electrons in noble gases as the lower-order transport
coefficients, including the drift velocity and the characteristic
energy. Along similar lines, it was pointed out by Vrhovac
et al. [19] that the third-order transport coefficients would be
very useful for a fine tuning of cross sections for inelastic
collisions in the close vicinity of their thresholds. This implies
that in principle one could use the higher-order transport
coefficients as an additional input for enhancing the reliability
of swarm-derived cross sections.

Early work on the higher-order transport coefficients of
charged-particle swarms in electric fields has been presented
by Whealton and Mason [25]. Using the analytical solution
of Boltzmann’s equation for the Maxwell model of inter-
action, they found that the third-order transport coefficient

©2020 American Physical Society
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tensor has seven nonzero elements of which three are in-
dependent. It was also shown that when the electric field
is absent, all components of the third-order transport coef-
ficient tensor vanish. Early studies of the third-order trans-
port coefficients for ion swarms have been performed by
Robson [26] and Larsen et al. [27] using Boltzmann’s equa-
tion solutions.

In 1994, Penetrante and Bardsley [18] carried out the
numerical solution of Boltzmann’s equation for electrons
in noble gases. Among many important points, they found
that the third-order transport coefficients could be detected
and resolved from the arrival time spectra of an electron
swarm. A similar procedure for the determination of the
transport coefficients of both the low and higher order was
earlier proposed by Kondo and Tagashira [28]. Koutselos
used molecular dynamics simulations and a three-temperature
treatment of Boltzmann’s equation with the aim of calculating
the third-order transport coefficients for K™ and Li* ions in
noble gases [29-32].

Within the framework of the semiquantitative momentum
transfer theory [2,33,34], Vrhovac et al. [19] have developed
the method of calculations of the third-order transport co-
efficients for charged-particle swarms in the presence of an
electric field only. The theory and the associated numerical
code, were used to evaluate the third-order transport coeffi-
cients in noble gases, but only in the limit of the lower values
of E /ny where electrons undergo elastic collisions only. The
presented results were found to confirm the structure of the
third-order transport coefficient tensor previously determined
by Whealton and Mason [25].

Using the theory of arrival time spectra of an electron
swarm initially developed by Kondo and Tagashira [28] and
a Monte Carlo simulation technique, Kawaguchi and co-
workers derived the relation between the longitudinal third-
order transport coefficient and the o parameters (arrival-time
spectra transport coefficients) [35,36]. Arrival-time spectra
can be measured by a double-shutter drift tube clearly indi-
cating that the longitudinal third-order transport coefficient
can be obtained experimentally from the knowledge of the o
parameters. Along similar lines, it was pointed out by Dujko
et al. [37] that the conversion of hydrodynamic transport
coefficients to those found in the steady-state Townsend ex-
periment requires the knowledge of the third-order transport
coefficients. Petrovi¢ and co-workers [38] have also used a
Monte Carlo simulation technique to derive the longitudinal
and transverse third-order transport coefficients in CH,4 over
a broad range of the applied reduced electric fields. Among
many important points, it was shown that the transverse third-
order transport coefficient becomes negative in the same range
of the applied electric fields where the negative differential
conductivity occurs. The negativity of the third-order trans-
port coefficients has also been observed for charged-particle
transport in the presence of trapped (localized) states [39].

The signatures of the higher order transport processes have
been observed in the numerical modeling of plasma dis-
charges. For example, in the avalanche phase of the streamer
development, the particle-in-cell Monte Carlo simulations
have shown that a spatial profile of electrons may significantly
deviate from an ideal Gaussian as predicted by fluid models
based on the equation of continuity [40,41]. The clear signs

of high-order transport have been observed in the studies
of the spatiotemporal development of the electron swarms
[42,43]. The pronounced asymmetry in the spatial profiles of
the electron swarm is particularly evident during the transient
phase of relaxation, in the presence of strong nonconservative
interactions [44,45], as well as for electron transport in no-
ble gases with a Ramsauer-Townsend minimum under the
influence of E /ny’s for which the mean electron energies are
well below the first inelastic threshold. It is worth noting
that a similar effect of nonconservative collisions is observed
for positrons in gases where spatially dependent positronium
formation skews the profile of the ensemble to the point that a
Gaussian cannot be recognized and analyzed [46,47].

Furthermore, the transport coefficients of the third and
higher orders are very often used to characterize fractional
transport in a variety of situations, ranging from the trapping
of charge carriers in local imperfections in semiconductors
[48-51] to electron [52—54] and positronium [13,55,56] trap-
ping in bubble states within liquids, and to transport in biolog-
ical cells [57-60].

The above examples clearly show that a rigorous analysis
of the third-order transport coefficients in the context of the
contemporary kinetic theory of charged-particle swarms is a
long overdue, and the present paper takes a few important
steps in this direction. Besides being of intrinsic interest, we
are also motivated by the following questions: What is the
structure of the third-order transport coefficient tensor, and
how can symmetries be identified in varying configurations
of electric and magnetic fields? What is the physical interpre-
tation of third-order transport coefficients, and what is their
contribution to the spatial profile of the swarm in a typical
time-of-flight experiment? Is this contribution more signif-
icant for light charged particles or for more massive ions?
How does the magnetic field affect the third-order transport
coefficients, and how large are the errors of the two-term
approximation for solving the Boltzmann equation? In the
present paper, we will try to address these issues.

This paper is organized as follows. In Sec. II we discuss the
basic elements of the theory, the structure and physical inter-
pretation of the third-order transport coefficient tensor, as well
as our methods of calculations. In Sec. III we present results
of calculations for a range of model gases. Where possible, the
results of the Boltzmann equation analysis are compared with
those calculated by the Monte Carlo method with the goal
of establishing accurate benchmarks for third-order transport
coefficients. As an example of our calculations in real gases,
in Sec. III we discuss the behavior of the third-order transport
coefficients for electron swarms in neon. Last, in Sec. IV we
present our conclusions and future work recommendations.

II. THEORY: DEFINITIONS, SYMMETRIES,
INTERPRETATIONS, AND METHODS
OF CALCULATION

The main physical object of our study is a swarm of
charged particles which moves through a background of
neutral molecules in external electric and magnetic fields
crossed at arbitrary angles. The density of charged parti-
cles is assumed to be sufficiently low so that the following
properties apply: (1) charged-particle—charged-particle inter-
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actions and space charge effects can be neglected, collisions of
transported charged particles and excited or dissociated
species are unlikely, (2) the motion of charged particles
between collisions can be treated classically, and (3) the
presence of charged particles does not perturb the background
particles from thermal equilibrium.

All information on the drift, diffusion, and transport prop-
erties of higher order of charged particles is contained in the
charged-particle phase-space distribution function f(r,c,t),
where r represents the spatial coordinate of a charged particle
at time ¢, and ¢ denotes its velocity. In the present work,
the distribution function f(r,c,t) is determined by solving
Boltzmann’s equation:

e Yyl sexmy. 2L =y,

ot ar m dc
where ¢ and m are the charge and mass of charged parti-
cles, respectively, while the electric and magnetic fields are
assumed to be spatially homogeneous and of magnitudes E
and B. In the present work we employ a coordinate system
in which the z axis is defined by E while B lies in the y-z
plane, making an angle ¢ with respect to E. The right-hand
side of (1) denotes the linear charged-particle—neutral-particle
collision operator, accounting for elastic and various types
of inelastic collisions, including nonconservative collisions
(the charged-particle number changing processes, such as
ionization and attachment for electron swarms or positronium
(Ps) formation and annihilation for positron swarms). The
velocity distribution function of the background particles is
denoted by fy, and in the present study it is taken to be a
stationary Maxwellian at fixed temperature. The explicit form
of the collision operator can be found in Refs. [61,62].

A. Definition of the third-order transport coefficient tensor

The continuity of charged particles in the configuration
space requires the following balance equation:
on(r,t)

— V. .T@r,t)=Sr,1), 2

where
n(r,t):/f(r,c,t)dc 3)

is the number density of charged particles while I'(r, 1) = n{c)
is the charged-particle flux given by

F(r,t):/cf(r, c,t)dc. 4)

The quantity S(r,t) is the production rate per unit volume
per unit time arising from nonconservative processes. If the
electron-impact ionization and electron attachment are the
only nonconservative processes, then this property for elec-
tron swarms is given as

S(r, 1) = / noclo(€) — oa(If(r, . )de,  (5)

where o;(¢€) is the cross section for electron impact ionization
while o, is the cross section for electron attachment. The
equation of continuity (2) provides a direct link between ex-
periment and theory, as in the majority of swarm experiments

the experimentally measurable quantities are usually charged-
particle currents or charged-particle densities.

In the present work we follow the conventional definitions
of transport coefficients and assume that the hydrodynamic
conditions prevail, so that all space-time dependence is ex-
pressible through linear functionals of n(r, ). The hydrody-
namic conditions are not satisfied near the boundaries of the
system or in the vicinity of sources and/or sinks of charged
particles, as well as under conditions in which electric and/or
magnetic fields are not spatially homogeneous. The func-
tional representation of the hydrodynamic approximation is
the well-known density gradient expansion of the phase-space
distribution function [63]:

fare.)=> fPe.t)o (=V)inr. 1), (6)

k=0

where f (k)(c, t) are time-dependent tensors of rank k and
©® denotes a k-fold scalar product. Performing equivalent
representation of the flux I'(r, ) and source term S(r, t), we
have

L0 =Y T 0 (V). 1), (7)
k=0

Sty =S¥ © (V)@ 1), ®)
k=0

where the superscripts (k) and (k + 1) denote the ranks of the
tensors. Equation (7) represents the flux-gradient relation and
truncation of the expansion at k = 2 gives

Lr,t)=Wn(r,t) —-DOVnr,t)+ 0O (VR V)n(r,t),
€))

where ® is the tensor product, W and D are lower-order
transport coefficients, the flux drift velocity and flux diffu-
sion tensor, respectively, and Q defines the flux third-order
transport coefficient tensor. The flux transport coefficients are
given by

wW=rb= /cf<1>(c,t)dc, (10)
D=r?%= /cf(z)(c,t)dc, (11)
Q=r%= /cfm(c,t)dc, (12)

where f(l)(c,t), f(z)(c,t), and f(3)(c,t) are the expansion
coefficients in the density-gradient expansion of the phase-
space distribution function (6).

Substitution of expansions (7) and (8) into the continuity
equation (2) yields the extended diffusion equation which
incorporates the contribution of the third-order transport co-
efficient tensor,
on(r,t)

— WO o Var,t) —D® o (V® Vnr,t)

+0P 0 (V®V®V)nr,t) = —Ruen(r,t), (13)
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where R, is the net particle loss rate. For electron swarms,
this quantity is given by

Ropet = —S© = — f/ nocloi(€) — o,(e)1f(r, ¢, 1) dedr.

(14
W® and D® are the bulk drift velocity and bulk diffusion
tensor, respectively, and Q) is the bulk third-order transport
coefficient tensor. The connection between the bulk and flux
transport coefficients is given by

WO =W4+8D, DO =D+8? Q¥ =0Q+S?,

5)

where S, @ and 8@ are the expansion coefficients in the
hydrodynamic expansion of the source term (8).

The third-order transport coefficient tensor is referred to
as the skewness coefficient by some authors [18], while other
authors use the term skewness to denote just the diagonal
component of this tensor along the direction of the electric
field [19]. For brevity, in the rest of this work we will some-
times refer to the third-order transport coefficient tensor as the
skewness tensor.

In the absence of nonconservative processes (or when the
collision frequencies of these processes are independent of the
energy) the bulk and the flux transport coefficients are equal
[64]. In the presence of nonconservative collisions these two
families of transport coefficients can vary quite substantially
from each other. The physical interpretation, the origin of
differences and the application of the bulk and flux low-order
transport coefficients as well as their application in the model-
ing of plasma discharges have been thoroughly discussed and
illustrated in our previous publications [6,16,41,62]. We defer
a full discussion of the differences between the bulk and flux
third-order tensor coefficients to a future publication.

In order to show the rank of the tensor explicitly, the third-
order transport coefficient tensor in (9) can be rewritten

8%n(r,
[QO (V& V)= ZQWM (16)
Jjk

anaxk ’

where the indices i, j, k each run over the space coordinates
X,y, Z. We note that there are 27 components in the tensor
Q without considering any symmetry of the system under
permutation operations. However, since the order of differen-
tiation of 7 is irrelevant, some components of a tensor must be
equal to each other. For example, for the magnetic-field-free
case the maximal number of independent components is three,
while when both the electric and magnetic fields are present
and crossed at an arbitrary angle the maximal number of
independent components is 18. It is clear that the structure of
a tensor and symmetries along individual components depend
on the field configuration.

B. Structure and symmetry considerations of the third-order
transport coefficient tensor

One of the most important tasks in analysis of higher-
order transport coefficients is to identify the symmetries along
individual elements of the tensors. In this section we apply
the group projector method [65] to determine the structure

of the skewness tensor. The group projector method is briefly
discussed in Appendix A.

We first consider a magnetic-field-free case. The symmetry
group of the system in the magnetic-field-free configuration is
Coov (see Appendix A). This group has two connected com-
ponents. The first component corresponds to rotations R, («)
about the z axis through an arbitrary angle «. The second
component corresponds to the composition of a rotation R, (o)
and a reflection in the symmetry plane o,,. Polar vector (PV)
representations of the group elements from the first and the
second connected components are

cosae —sina O
D" (R.(a)) =|sina  cosa 0], (17)
0 0 1
cosa —sinae 0
D" (o,R.(x)) =| —sina —cosa O], (18)
0 0 1

where « is the angle of rotation around the z axis. Thus,
for the magnetic-field-free case the following structure of the
skewness tensor is derived:

0 0 O 0 0 0
Qxab = 0 0 0 ’ anb =10 0 Qxxz ,
Qw: 0 0 0 Quw O
Qw0 0
Qzab = 0 szx 0 ’ (19)
0 0 szz

where a, b € {x,y, z}. For the magnetic-field-free case the
skewness tensor has seven nonzero elements and only
three independent elements, including Q..., Q..r, and Oy,
[19,25,31,32]. Furthermore, the following symmetry proper-
ties along the individual elements of the tensor hold:

Orxz = Oxpxe = nyz = Qyzys Ox = szy- (20)

For parallel electric and magnetic fields the symmetry
group of the system is Co, (see Appendix A). This group has
only a single component consisting of rotations R, («):

cosae —sina O
D" (R, (@)) = | sina cosa 0]. (21)
0 0 1

In this case the structure of the skewness tensor is more
complicated. For instance, the presence of the element Q,,.
is due to the explicit effects of the magnetic field on the
trajectories of the charged particles. It is interesting to note
that this component has exactly the opposite contribution to
the third-order diffusive flux along the x and y directions.
This is analogous to the D,, component of the diffusion
tensor. Likewise, the third-order flux along the magnetic field
direction is the same as for the magnetic-field-free case. Thus,
for parallel electric and magnetic fields the skewness tensor
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has the following structure:

0 0 O
Qxab = 0 0 Qxyz s
Qxxz Qxyz 0
O 0 _Qxyz
Oyap = 0 0 O |, (22)
_Qxyz Qxxz 0
Owx O 0
Qzab = 0 Qz/\fx 0
0 0 QO

For parallel electric and magnetic fields the skewness tensor
has 11 nonzero elements and only four independent elements,
including Q..., O\, Oz, and Qy,.. Furthermore, the follow-
ing symmetry properties along the individual elements of the
tensor may be identified:

Qxxz = szx = nyz = Qyzya Qz,wc = szya
Qxy~ = szy = _nyz = _Qyzx~ (23)

For orthogonal electric and magnetic fields the symmetry
group of the system is Cjy . This group has only two elements,
the unity element e and a reflection in the symmetry plane o,
which is orthogonal to the direction of the magnetic field. The
PV representations of these two elements are given by

1 0 0 1 0 0
Dey=(o 1 o, Dw,)=|0 -1 0]. 24
0 0 1 0 0 1

Thus, for orthogonal electric and magnetic fields the skewness
tensor has the following structure:

Q)C)C)C O QXX Z
0 0

Qxab = Qxyy ,
Qxxz 0 szz
0 Oyyx 0
anh = nyx 0 nyz s (25)
0 Oy O
O 0 QO
Qzab = 0 szy 0
szx 0 szz

We observe that for orthogonal fields the skewness tensor has
14 nonzero elements among which 10 are independent. The
following symmetry properties along the individual elements
of the tensor are clearly evident:

Qxxz = QXZ,X7 nyz = Qyzya nyx = nyy’ Q'zx = szz-

(26)
When electric and magnetic fields are crossed at arbitrary

angles, the symmetry group of the system is the trivial group,
which has only the unity element, e.g.,

(= )

1 0
D)= {0 0]. 27
0 1

For this general configuration, the skewness tensor is full,
and it has 27 nonzero elements. However, there are only

18 independent components as the last two indices of the
skewness tensor commute. Thus, the skewness tensor has the
following structure:

QXXX QJCXy QXXZ
Qxab = Qxxy Qxyy Qxyz s
Qxxz Qxyz szz

nyx nyx nyz
anb = nyx nyy nyz ) (28)
nyz nyz Qyzz

szx szy szx

Qzab = szy szy szy
szx szy szz

For this general configuration, one may identify the follow-
ing symmetry properties along the individual elements:

Qxxy = Qxyxv nyx = nyys szx = szzs
Qxxz = szxv nyz = Qyzy, szy = Qz,vzv (29)
Qxyz = szyv Qyzx = nym szy = szx-

These symmetry arguments can be extended to any of the
higher-order transport coefficients.

C. Physical interpretation of the third-order
transport coefficients

In this section we discuss the physical meaning of the
third-order transport coefficients. Let us assume that the con-
tribution of the third-order transport coefficients to the density
profile of charged particles is negligibly small. This reduces
the extended diffusion equation (13) to the well-known form

on(r,t)

— W® o Var,t) —D® o (V® Vnr,t)

= —Rnetn(r, l). (30)

Swarm experiments are traditionally analyzed by solving the
the diffusion equation (30), which gives the density of charged
particles throughout the bulk of medium. For example, in an
idealized time-of-flight experiment, in which a pulse of Ny
particles is released from a plane source at z =0 at time
t = 0 into an unbounded medium, the initial and boundary
conditions are

n(r, 0) = Nod(r),
n(r,1) =0 (Jr| - oo, 1 > 0), €1y
respectively, and the solution is

(:7w<"’z)2 2,2

X54y
_ (D)
NO e Ruert e 40,1

" 4Py
(47 D\Vt)\/4n D\t

where Dg’) and D(Tb ) are the bulk longitudinal and bulk trans-
verse diffusion coefficients, respectively, while x, y, and z are
the Cartesian coordinates [62]. The solution (32) represents a
Gaussian pulse, the peak of which drifts with the velocity W®
and diffuses about the center of mass according to the diffu-
sion coefficients D(Lb) and D;f’ ). For brevity, in what follows

nO@, 1) = (32)
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we omit explicit reference to the type of transport coefficients,
e.g., the superscripting for all transport coefficients.

Assuming the above initial conditions (31), the extended
diffusion equation (13), which incorporates the effects of
the third-order transport coefficient tensor, cannot be solved
analytically. Thus, we have applied the following procedure.
First, the Fourier transform of the charged-particle density
is expanded in terms of the longitudinal Q; and transverse
Q7 components of the third-order transport coefficient tensor.
Using the inverse Fourier transformation of the expansion
coefficients, we have derived the density of charged particles
in which the corrections due to the third-order transport coef-
ficients are included. In the first approximation, in which only
the first-order corrections are assumed, the density of charged
particles is given by

t(z — Wt) — 6Dt2(z — Wt)

nDr, 1) = |:1 + 0L

8(Dyt)?
3t(z — Wt)(x2 +y*> — 4D
1o 82(;@:)2 Tt)}n(o)(r,t).
(33)

The first-order correction along the longitudinal direction
shown in Eq. (33) has been previously published by Pene-
trante and Bardsley [18]. This equation has a simpler form
in relative coordinates that are defined as

72— W®t X y

Xe=—F—=) Xa= F——s Xy= - (34
V2Dt V2Dt V2Dt

In these coordinates the approximate solution (32) may be
written as

(b)
t
nVir, 1) = n(O)(r,t)[l +—5 (2 = 3)

Z

3:0y
+— (6 +x -2 35

x - 2

It can be seen from Eq. (35) that the third-order transport
coefficients describe elongation and compression of the num-
ber density of charged particles along different parts of the
swarm. The detailed physical interpretation of the individual
components of the third-order transport tensor is given in
Appendix B.

D. Multiterm solutions of Boltzmann’s equation

In this section we briefly describe the basic elements of
a multiterm theory for solving the Boltzmann equation that
has been used to calculate the components of the third-order
transport coefficient tensor. The method is by now standard,
and for details the reader is referred to our previous publi-
cations [66—68]. In brief, the dependence of the phase-space
distribution function on the velocity coordinates is represented
by its expansion in terms of spherical harmonics (angular
dependence) and Sonine polynomials (speed dependence).
Likewise, under hydrodynamic conditions a sufficient repre-
sentation of the space dependence is an expansion in terms
of the powers of the density gradient operator. After trun-
cation and discretizing in time, the above expansions allow

a decomposition of the Boltzmann equation into a set of
matrix equations in terms of the expansion coefficients which
represent the moments of the distribution function. This set
of matrix equations can be solved numerically by using the
matrix inversion. Transport properties including mean energy,
drift velocity, and components of the diffusion tensor can then
be calculated directly from the moments of the phase-space
distribution function.

In order to find the explicit expressions for the individual
elements of the third-order transport coefficient tensor we use
the definition of the spherical vector [69]:

4
el — /T”cy,,gll(e). (36)

The connection between Cartesian and spherical components
of the velocity vector is given by

Wil

¢, = —ichl. (37)

o= — ). o= el e,

Sl -

Likewise, the flux of charged particles in irreducible tensor
notation is given by

I = n(chl), (38)

m

while its connection with the Cartesian components is ex-
pressed by

i 1
r, = —(r[” — r[”), r,— —(rm + rm), (39)
ﬁ 1 -1 ) «/i 1 _
r, =il

Using the orthogonality relations for spherical harmonics and
modified Sonnine polynomials [61,69] and relation

; (ﬁ) Ry (ac)
c

Noi

o

, (40)

after some algebra we get the following expression for the flux
of charged particles in the basis of Sonine polynomials:

1 [e%s) Ky A
a _ (s)\)
ro = ;ZZ Z FOlm|sAn)GPn(r,1).  (41)

s=0 A=0 p=—~

Using the explicit expressions for the irreducible gradient ten-
sor operator in the spherical form of the flux-gradient relation
(41) [61], the relationship between the spherical quantities
an') (where m = —1, 0, 1) and their Cartesian counterparts in
(9) can be established. The explicit expressions for the indi-
vidual elements of the flux third-order transport coefficient
tensor in the absence of a magnetic field are given by

Ore = ﬁ[lm(F(OlHZZl;cx)) — Im(F (01 — 1]221;@))],

(42)

71 1
Qux = —E[Tg)lm(mmomo,a))+%lm(F(o10|2zo,a))}

+ lIm(F(010|222;a)), (43)
o
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Q= é[\/glm(F(OIODZO;a)) - %Im(F(010|200;a))i|,

(44)

where Re(-) and Im(-), respectively, represent the real and
imaginary parts of the moments. The explicit expressions for
the individual elements of the flux skewness tensor in varying
configurations of electric and magnetic fields are given in
Appendix C. Expressions for the lower-order transport coeffi-
cients in terms of the moments of the distribution function can
be found in our previous work [66—68,70].

E. Monte Carlo simulation method

The Monte Carlo simulation technique is used in this work
as an independent tool to confirm the numerical accuracy and
integrity of a multiterm solution of Boltzmann’s equation. The
Monte Carlo code applied in this work has been systematically
tested for a range of model and real gases under both the
hydrodynamic and nonhydrodynamic conditions in the
presence of the electric and magnetic fields [67,68,71,72]. The
subject of testing were the lower-order transport coefficients
usually in the presence of nonconservative collisions. In the
present work, we follow a large number of particles (~107)
moving in an infinite gas under the influence of spatially
homogeneous electric and magnetic fields. Such a large
number of charged particles is followed with the aim of
reducing the statistical fluctuations of the output data required
for the evaluation of the individual elements of the third-order
transport coefficient tensor. The charged-particle trajectories
between collisions are determined by solving the collisionless
equation of motion of a charged particle. The position and
velocity of each charged particle are updated after the time
step Af, which is obtained by solving the equation for
collision probability. The numerical solution of this equation
requires the extensive use of random numbers. The type of
collision is also determined using random numbers as well as
relative probabilities for individual collisional processes. The
details of our Monte Carlo method are given in our several
previous publications [67,71-73].

The third-order transport coefficients are determined after
relaxation to the steady state. The flux third-order transport
coefficient tensor is defined by

1/d * kK
Qabc = ; E(rarbrc) s (45)

where (a, b, ¢) take values from the set {x,y, z} while the
angular brackets () denote ensemble averages in phase space,
andr* =r — (r).

It is important to note that although the third-order trans-
port coefficient tensor has the three independent elements
when the swarm is acted on solely by the electric field, we
are able to identify only two independent elements in our
Monte Carlo simulations. This follows from the fact that the
expressions for sampling the third-order transport coefficients
are derived from the generalized diffusion equation in which
all tensor components are contracted with the corresponding
partial derivatives of charged-particle density with respect
to the coordinates. Thus, the expressions for evaluation the
skewness coefficients represent the sum of all skewness tensor

components Q,,. Which have the same combination of indi-
cies a, b, c where (a, b, ¢) take values from the set {x,y, z}.
Therefore, the expressions for skewness coefficients in our
Monte Carlo simulations are symmetric with respect to the
permutation of any two indices. The analogy with the deter-
mination of the off-diagonal elements of the diffusion tensor
is clearly evident. For example, for perpendicular electric and
magnetic fields, we are not able to isolate and evaluate the
individual off-diagonal elements of the diffusion tensor [67].
However, it is possible to determine the sum of the individual
off-diagonal elements which is the well-known Hall diffusion
coefficient. To calculate the individual elements of the third-
order transport coefficient tensor and diffusion tensor, one
must integrate the velocity over the corresponding hydro-
dynamic component of the distribution function in velocity
space. This is beyond the scope of this work, and we defer
this procedure to a future paper.

Due to inability to isolate the individual elements of the
third-order transport coefficient tensor in our Monte Carlo
simulations, we define the following third-order transport
coefficients:

0.:: =01, Ortar = 0Or, (46)

where

er(xxz) = %(Qxxz + Over + Ozae)s 47

and 7 (abc) denote all possible permutations of (a, b, ¢).
The explicit form of the flux longitudinal and flux trans-
verse third-order coefficients are calculated from

O = 1(3(2%c;) — 3(c.) () — 6(2)(zc.) + 6(2)(2)(c:)), (48)
Or = +((¥c.) + 2zxey) — (e)(¥%) — 2(2) (xey)), (49)

where c,, ¢y, and c; are velocity components. Explicit formu-
las for the elements of the flux third-order transport coefficient
tensor which can be isolated and determined individually in
our Monte Carlo simulations in various configurations of the
electric and magnetic fields are given in the Appendix C.

III. RESULTS
A. Preliminaries

The aim of the present section is to highlight the general
features of the third-order transport coefficients associated
with the light charged-particle swarms in gases when both
the electric and magnetic fields are present. Benchmark cal-
culations are performed for a range of model gases, including
the Maxwell (constant collision frequency) model, the hard-
sphere model and the Reid ramp inelastic model. For the
present study we consider conservative collisions only. We de-
fer the investigation of the explicit effects of nonconservative
collisions on the third-order transport coefficient tensor to a
future study. The utility of model gases lies in the fact that
through the use of simple analytically given cross sections we
can isolate and elucidate physical processes which govern and
control the specific behavior of a charged-particle swarm. This
is particularly important for higher-order transport coefficients
due to complexity of factors which contribute to, or influence,
the corresponding tensors. However, the present theory and
associated codes have been applied to a number of gases
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and mixtures and preliminary results are available elsewhere
[74-76]. Here we present some results for neon and compare
them with the results of calculations that have been presented
elsewhere. We employ the set of cross sections for electron
scattering in neon developed by Hayashi [77] (see Fig. 2 in
Ref. [78]).

In the Boltzmann equation analysis of the third-order
transport coefficients the elastic collisions are treated us-
ing the original Boltzmann collision operator [79], while its
semiclassical generalization is applied for inelastic processes
[80]. All scattering is assumed isotropic and hence for elastic
scattering we use the elastic momentum transfer cross section.
Calculations are performed assuming that the internal states
are governed by a Maxwell-Boltzmann distribution which
essentially places all neutral particles in the ground state for
systems considered. The thermal motion of background par-
ticles is carefully considered in both the Boltzmann equation
analysis and Monte Carlo simulations [81].

The Monte Carlo results are presented with error bars.
These error bars are required since the third-order transport
coefficients are derived from the third-order monomials of
coordinates and velocities which usually have high standard
deviations. The statistical error of the third-order transport
coefficients that are evaluated in our Monte Carlo simulations
is estimated as the standard error. The standard error is equal
to the standard deviation of the third-order transport coeffi-
cients divided by the square root of the number of electrons
followed in the simulation. Thus, it is necessary to follow a
large number of electrons (at least 107) in our Monte Carlo
simulations in order to sufficiently reduce the standard error
of the final results.

When the magnetic field is applied, the results and dis-
cussion are restricted to a crossed field configuration, al-
though the theory and associated codes are valid for arbi-
trary field configurations. We use the unit of the Townsend
(1 Td = 102! Vm?) for the reduced electric field and the unit
of the Huxley (1 Hx = 10~%” Tm?) for the reduced magnetic
field.

B. The Maxwell model

In this section we present benchmark results for the third-
order transport coefficients assuming the Maxwell model of
interaction. In this model the electrons undergo elastic colli-
sions only and the collision frequency is independent of the
energy. The details of the model used here are as follows:

om(€) = Ae™1/? A? (elastic cross section),

m=5.486x10"* amu, T, =293 K,
(50)

mo = 4 amu,

where € is in eV, m is the electron mass and my is the neutral
mass. While the magnitude of potential for elastic scattering
A in previous works was usually fixed to a single value of 6
[70,82,83], in the present work its value is varied in order to
investigate the influence of elastic collisions on the third-order
transport coefficients. We consider the reduced electric field
range: 0.1-10 Td.

The results are obtained from the numerical solution of
Boltzmann’s equation and are presented in Table I. The three

TABLE 1. Third-order transport coefficients for the Maxwell
model. The results are presented as a function of the reduced electric
field E /ny and the magnitude of potential for elastic scattering A.

E /ng ng Orzx ”(2) Ox nngzz
A (Td) (m~3s7h (m=3s7h (m~3s7h
1.0 0.1 5.2930x10% 2.1761x10% 1.0588x10%

8.7856x 10*
8.7676x 10°!

1.0351x10*
3.6754x10%
3.6087x10%

9.5557 x10%
1.2118x10%
1.1283x10%

1.0888 x 10*
4.5769x10*
3.5340x 10

1.8055x10%
1.8017x10%

2.1279x10%
7.5531x10%
7.4158 x10%

1.9648 x10%
2.4903 x 10*
2.3187x10*

2.2388x10%
9.4070x10%
7.2623 x10%

1.0 4.3919x10%
10.0 4.3829x 10°!

3.0 0.1 5.1740x10%
1.0 1.8373x10%
10.0 1.8039x 10%

6.0 0.1 4.7768 x 10*
1.0 6.0575x 10*
10.0 5.6405x10%

12.0 0.1 5.4425x10%
1.0 2.2880x10%
10.0 1.7665x 104

independent elements of the third-order transport coefficient
tensor are given as a function of the reduced electric field
E /ny and the magnitude of potential for elastic scattering A.
We observe that 73O, n3Q;xx, and n3 Q... are positive and
monotonically increasing functions of E /ng. For brevity, in
what follows we omit né, and n(z) Qupe Will be written as Qe
where a, b, c € {x,y,z}. In the logarithmic plot, the E/ng
dependence of Oy, O, and Q... is linear both for the higher
values of E/ny, where the diffusion deviates significantly
from the thermal values, and for the lower values of E /ny,
where the diffusion is essentially thermal. However, the slope
of these two linear dependencies is not the same. The slope is
greater for those values of E /ng for which the diffusion is no
longer thermal.

We observe that the Q... is less than the remaining el-
ements, Q... and Q... for all E/ny and A considered. The
coefficient Q,,, represents the difference in the flux of charged
particles along the z direction between the center of the swarm
and the transverse edges (see Appendix B). Since the collision
frequency for the Maxwell model is independent of energy,
the positive value of Q,,, is a clear sign that the mobility
of the electrons is greater at the transverse edges than at the
center of the swarm, due to a parabolic increase of the mean
energy along the transverse direction. This effect is very small
and hence the coefficient Q,,, is dominated by the coefficients
O, and Q... This physical picture is no more valid for real
gases in which the momentum transfer collision frequency is
usually a complex function of the electron energy.

Comparing Q,;, and Q,,,, we observe that these two co-
efficients are of the same order of magnitude for all E/ng
and A considered. In a certain way this is analogous to
the behavior of the diffusion coefficients. For the Maxwell
model the longitudinal and transverse diffusion coefficients
are equal [82,83]. Likewise, the sum of the coefficients Q..
and Q,,, which is proportional to the flux along the transverse
direction, is equal to the coefficient Q,,, which determines
the corresponding flux along the field direction (note that the
coefficient Q,,, is negligible as compared to the coefficients

Oxxand Q).
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FIG. 1. Influence of the charged-particle to neutral-particle mass
ratio on the variation of the longitudinal third-order transport coef-
ficient n}Q;, with E /ny for the hard sphere model. Calculations are
performed using a Monte Carlo simulation technique.

C. Effects of the ion to neutral-particle mass ratio

In this section we explore the effects of the ion to neutral
mass ratio on the variation of the third-order transport coef-
ficients with E/ng. Calculations are performed by a Monte
Carlo simulation technique assuming the hard sphere model
[84]. The details of the model are

on(€) =6 A2

mo = 4 amu,

(elastic cross section),
To = 293 K. (&)

We consider the mass ratio range 10~*—1 and the reduced
electric field range 1-100 Td.

In Fig. 1 we show the variation of the coefficient Q; as
a function of E/ny for various charged-particle to neutral-
particle mass ratios, as indicated on the graph. For decreasing
m/mq the energy transfer in elastic collisions is reduced,
which in turn increases Q;. In Monte Carlo simulations, the
reduced energy transfer in elastic collisions for decreasing
m/mgy slows the relaxation of energy. As a consequence,
Monte Carlo simulations require a large computation time
while at the same time the statistical fluctuations deteriorate
the accuracy of the output data. We see in the Fig. 1 that the
error bars are increased for decreasing m/my.

For a fixed mass ratio we see that Q; is increased mono-
tonically with E /ng. In this model, the elastic cross section is
constant rendering collision frequency to be directly propor-
tional to the square root of the charge particle energy. With the
increase of E /ng, the collision frequency also increases, but
not enough to overcome the directed action of the force and
the simultaneous increase of the mobility of charged particles
(see Appendix B). As a consequence, Q; rises with rising
E /ng. When it comes to Qr, for the entire range of E/ng
considered, it is found that Q7 > 0 (not shown here). This
indicates that the absolute value of the sum of Q.,, and Q..
is greater than the absolute value of the coefficient Q... In
this model, Q,,, < 0 since the collision frequency is directly
proportional to the square root of charged-particle energy. The
negative value of Q,,, due to elastic collisions with a constant
cross section has been observed for the Reid model gas at low

€
L
N
-
e
\_I
g
1051 = =-1x10% - 1x10* .
0 20 40 60 80 100
E/n, (Td)

FIG. 2. Variation of the Q; to D? ratio as a function of E /n, for
the hard sphere model.

electric fields where the rate for inelastic collisions is negligi-
ble (see Sec. III D). Note that in our Monte Carlo simulations
we are not able to evaluate the individual components Q,,;,
O, and Q_,,, but only their sum [see Eq. (47)].

Figure 1 clearly illustrates that for decreasing m/myg the
coefficients Q; (and Qr) are increased. It should be noted that
for the hard sphere model the third-order transport coefficients

+my )5/4

scale with the factor \/;mﬁ)(mm ye [19]. This raises an inter-

esting question: does the spatial profile of the swarm deviate
from a Gaussian distribution more for light charged particles,
including electrons and/or positrons, or for more massive
ions? In order to investigate this issue, in Figs. 2 and 3 we
show the variation of the %QL /D; and Q;/D? as a function
of E /ny, respectively, where D, is the longitudinal diffusion
coefficient. Recall that the asymmetric contribution to the spa-
tial profile of the swarm along the field direction is represented
by the two terms; the first term is proportional to Q; /D3,
while the second one is proportional to Q7 /D7 [see Eq. (33)].
We observe that both quantities %QL /D; and Qp/D; are
decreased with a decrease of m/my, which indicates that the
contribution of the third-order transport coefficients to the
spatial profile of the swarm becomes more significant for ions
in comparison with electrons and/or positrons.

0% ——T____ T
S 104, TTTe-lll
S
o 1074 Tl e
m/\_] 10'6_ -\"‘--______-. \\\\\\\\ -
<, 40 T _
c L %107 -+ 1x10?
—-=--1x10% ---=-- 1x10"
10 100
E/n, (Td)

FIG. 3. Variation of the Q; to Dz ratio as a function of E /n, for
the hard sphere model. Calculations are performed assuming the gas
number density 7y = 3.54x 10?2 m—3.
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FIG. 4. Variation of the third-order transport coefficients with

E /ny for the Reid ramp model. Calculations are performed via a
multiterm theory for solving the Boltzmann equation.

D. The Reid ramp model
The Reid ramp inelastic model of interaction is given by
[85]

on(€) =06 A? (elastic cross section),

10(e —0.2) A2, €>02eV
Oinel(€) = (inelastic cross section) ,
0, € <0.2eV
my = 4 amu,
Th=0 K, (52)

where my and T represent the mass and temperature of the
neutral gas particles while € has the units of eV. Initially,
this particular model was developed with the aim of testing
the validity of the two-term approximation for solving the
Boltzmann equation. Since the early work of Reid [85], the
model has been used extensively as a benchmark for a variety
of numerical techniques for solving the Boltzmann equation
and Monte Carlo codes under steady-state [70-72,82,83] and
time-dependent conditions [17,68]. In the present work we
extend the model to consider the behavior of the individual
elements of the third-order transport coefficient tensor in the
presence of both electric and magnetic fields. Thus, the utility
of the Reid ramp model in the present work is twofold: (1) it
will enable us to determine the influence of an energy depen-
dent collision frequency in addition to the influence of strong
inelastic processes on the behavior of the third-order transport
coefficients, and (2) it is a good test of the accuracy of the
two-term approximation for solving Boltzmann’s equation.
In Fig. 4 we show the variation of the coefficients Q,..,
Qxz» and Q.. with the reduced electric field E/ng. Over
the range of E/ny considered, we see that Q... and Q..
are positive while Q.. is negative. Such behavior of the
third-order transport coefficients can be attributed to the fact
that for the Reid ramp model the total collision frequency is
a monotonically increasing function of the electron energy.
Due to the increase of the total collision frequency over the
entire range of E/ng, Q. is negative (see Appendix B).
However, this increase is not significant enough to render
Q... and Q,,,; negative. In any case, the absolute values of

Multi term BE

¢ Monte Carlo

15 20 25 30 35 40
E/n, (Td)

0 5 10

FIG. 5. Comparison between the multiterm Boltzmann equation
results for longitudinal third-order transport coefficient and those
calculated with a Monte Carlo simulation technique.

the third-order transport coefficients are increasing functions
of E /ny until reaching the particular value of E /ng value for
which the inelastic collisions begin to play a significant role.
In this case, their direct effect is to enhance collisions and
thereby reduce diffusion which in turn reduces the third-order
transport coefficients. In the limit of the highest E /ng, the
third-order transport coefficients are significantly reduced and
approach zero values.

In Figs. 5 and 6 we show the comparison between the
Boltzmann equation and Monte Carlo results of Q; and Qr,
respectively. The comparison is presented only for relatively
higher values of E /ny where both Q; and Q7 are monotoni-
cally decreasing functions of E /ny. In the limit of lower values
of E /np, the relaxation of energy is a very slow process and
Monte Carlo simulations require large computation time. The
results from the Monte Carlo simulations are consistent and
agree very well with those predicted by the Boltzmann equa-
tion analysis, validating the theoretical method for solving the
Boltzmann equation and numerical integrity of both methods
of calculations.

In Fig. 7 the percentage differences in the third-order trans-
port coefficients for the Reid ramp model, calculated using
the two-term and the fully converged multiterm solutions

Multi term BE
—_ e Monte Carlo

15 20 25 30 35 40
E/n, (Td)

0 5 10

FIG. 6. Comparison between the multiterm Boltzmann equation
results for transverse third-order transport coefficient and those cal-
culated with a Monte Carlo simulation technique.
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FIG. 7. Percentage difference between the two-term (TT) and
multiterm (MT) results for the third-order transport coefficients for
the Reid ramp model.

of Boltzmann’s equation, are shown. We see that maximum
errors in the two-term approximation, for Q... and Q.,,, occur
at about 10 Td where the mean energy of the electrons
is close to the threshold of a cross section for inelastic
collisions. On the other hand, the discrepancy between the
two-term and multiterm solutions of Boltzmann’s equation
for Q,,, increases with E/ny monotonically over the range
of E/ngy considered in this work. For the lower values of
E /ny, the coefficient Q... appears to be the most sensitive
with respect to the number of spherical harmonics used for
solving Boltzmann’s equation while for the higher values of
E /ny the most sensitive coefficient is Q,,,. We observe that
the errors between the two-term and converged multiterm
results can be as high as 500%. The presence of inelastic
collisions produces asymmetry in velocity space which makes
the two-term approximation inadequate for the analysis of
the third-order transport coefficients. It is also important to
note that the differences between the two-term approximation
and multiterm solution of Boltzmann’s equation for third-
order transport coefficients are much higher than those for the
lower-order transport coefficients, e.g., for the drift velocity
and diffusion coefficients. This suggests that the third-order
transport coefficients are more sensitive with respect to the
way of solving the Boltzmann equation. Thus, it seems that
the use of a multiterm theory for solving the Boltzmann
equation is mandatory in the presence of inelastic collisions
when it comes to calculations of the third-order transport
coefficients.

In Fig. 8 we show the variation of the coefficients Q.
and Q,;, as a function of B/ng at E /ny = 12 Td. As already
discussed, Q.. describes the deviation from the Gaussian
along the z axis (see Appendix B). For perpendicular electric
and magnetic fields, Q,,, is a measure of the deviation from
the Gaussian along the E xB direction. For B/ng greater than
approximately 150 Hx, we observe that both Q.,, and Q..
monotonically decrease with increasing B/ng. This is a clear
indication of the magnetic-field-controlled regime in which
the cyclotron frequency dominates the collision frequency and
the electrons are held by the magnetic field lines. For B/ng
less than approximately 150 Hx, the behavior of Q,,, and
Q... is less intuitive. For these values of B/ng the collision

5 ; ; ; ; .
0 100 200 300 400 500
B/n, (Hx)

FIG. 8. Variation of n2Q... and nQ,.. with B/ny for the Reid
ramp model. Calculations are performed by a multiterm theory for
solving the Boltzmann equation in a crossed field configuration. The
reduced electric field E /ny is set to 12 Td.

frequency is generally higher than the cyclotron frequency,
but on average, an increasing magnetic field acts to increase
the fraction of the orbit completed between collisions. As a
consequence, the collision frequency begins to fall down with
increasing B/ng and Q,,, raises.

The behavior of Q,,, for the lower values B/ny is partic-
ularly interesting. Initially, in the limit of the lowest B/ny,
O,.x 18 negative due to the Lorentz force and spatial variation
of the energy (and hence spatial variation of the collision
frequency), which on average induces the spatial variation
of the average velocity of the electrons along the negative
direction of the x axis. In this B/ng region, the negative sign
of Q.. corresponds to an elongation of the swarm in the
direction of the x component of the drift velocity (along the
negative x axis in this field configuration). This is analogous
to the elongation of the swarm described by the Q... element
along the z component of the drift velocity (the gE direction).
With a further increase of B/ngy the influence of collisions
becomes more and more significant which in turn leads to
the compressing or spreading of the swarm along the negative
or positive direction of the x axis. Due to these effects Q.
becomes positive and increases with increasing B/ny.

In Fig. 9 we show the remaining components of the third-
order transport coefficient tensor as a function of B/ng for
perpendicular electric and magnetic fields. For the higher
values of B/ngy all components decrease with an increasing
B/ngy as more and more electrons are held in their orbits by
the magnetic field. For the lower values of B/ng, however,
the behavior of the third-order transport coefficients is com-
plex due to many individual factors which simultaneously
influence the third-order coefficient tensor. These individual
factors include the thermal anisotropy (the chaotic motion
of charged particles is different along different directions),
magnetic anisotropy (the orientation of charged-particle orbits
is controlled by the magnetic field), and spatial variations of
the average velocity and average energy along the longitudinal
and transverse directions. However, comparing the magnetic-
field-free case and crossed electric and magnetic fields the in-
terpretation of the third-order transport coefficients is similar
(see Appendix B). For example, the coefficient Q,, describes
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FIG. 9. Variation of the third-order transport coefficients with the repeated indices for the Reid ramp model. Calculations are performed
via a multiterm theory for solving the Boltzmann equation in a crossed field configuration. The reduced electric field E /ny is set to 12 Td. The

components of the n3Q tensor are given in units of 10** m~3s~!.

the differences in the longitudinal spreading in the central part
of the swarm and along its transverse edges in the y direction.
Likewise, the coefficient Q,,. reflects the differences in the
transverse spreading at the front of the swarm (along the
direction given by the positive z) and at the trailing edge
of the swarm (along the direction given by the negative z).
The similar interpretation may be given for the remaining
third-order transport coefficients shown in Fig. 9.

In Fig. 10 we show the comparison between the individual
components of the third-order transport coefficient tensor,
which could be identified in our Monte Carlo simulations,
and the corresponding results, which are obtained from the
numerical solution of the Boltzmann equation. The two sets

of results agree very well, even over the range of E /ny where
the values of the coefficients are negative. We see that the
error bars are not identical for different third-order transport
coefficients. This indicates that the statistical fluctuations of
the individual dynamical variables required for the evaluation
of the third-order transport coefficients are not the same.
Nevertheless, we see that the results obtained from the nu-
merical solution of the Boltzmann equation are in very good
agreement with those predicted by Monte Carlo simulations.
This validates the theory and numerical scheme for solving
the Boltzmann equation and Monte Carlo method when both
the electric and magnetic fields are present and crossed at the
right angle.
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c 1.0 c 05 =02
0.5 0.0 ) 04
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0 100 200 300 400 500 0 100 200 300 400 500 0 100 200 300 400 500
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FIG. 10. Comparison between the multiterm Boltzmann equation results (full line) for various third-order transport coefficients and those
calculated by a Monte Carlo simulation technique (symbols with error bars) in a crossed field configuration. The reduced electric field E /ny is
set to 12 Td. The components of the n3Q tensor are given in units of 10¥ m—3s~!.
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FIG. 11. Variation of the longitudinal third-order transport coef-
ficient ngQL with E /nq for electrons in neon. Our multiterm Boltz-
mann equation results (MT BE) are compared with those obtained
by two-term approximation for solving the Boltzmann equation
(TTA BE) [18] and momentum transfer theory (MTT) [19].

E. Third-order transport coefficients for electrons in neon

As an example of our calculations in real gases, in Fig. 11
we display the variation of the Q; with E/ng for electrons
in neon. The results obtained from the multiterm solution of
the Boltzmann equation are compared with those predicted
by the two-term approximation [18] and momentum transfer
theory (MTT) [19]. The agreement between our multiterm
results and those obtained by the two-term approximation is
very good. This is a clear sign that there is no significant
difference between the cross sections for elastic collisions of
the electrons in neon used in the present multiterm calcula-
tions and in the previous two-term calculations performed by
Penetrante and Bardsley [18]. The additional factor which fa-
vors the good agreement is the minimal influence of inelastic
collisions. If inelastic collisions would play a more important
role, then undoubtedly the differences between the multiterm
and two-term results would be much higher. In any case, no
calculations of Q; were made by Penetrante and Bardsley for
the higher values of E /ng. On the other hand, the discrepancy
between our results and those predicted by the momentum
transfer theory (MTT) is clearly evident. This can be attributed
to the fact that the momentum transfer theory assumes a
very simple energy distribution function based on an effective
mean energy. MTT produces reasonable results for the lowest-
order transport coefficients such as drift velocity and even
diffusion but it is expected to fail for ionization which depends
on the high energy tail and also for higher-order transport
coefficients that are very sensitive on the cross sections and
correspondingly on the distribution function at all energies.
Limitations of the MTT have been discussed many times
[2,16,33,34,66].

In Fig. 12 we show the variation of the individual elements
of the third-order transport coefficient tensor as a function
of E/ny for electrons in neon. The same generic features
of the third-order transport coefficients observed previously
for the Reid ramp model are clearly evident. Both Q,,, and
Q... are positive while the coefficient Q,,, is negative over
the range of E/ng considered. The total collision frequency
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FIG. 12. Variation of the third-order transport coefficients with
E/ny for electrons in neon. Calculations are performed using a
multiterm approach for solving the Boltzmann equation.

increases with the increase of E /ng, but not sufficiently fast
to induced negative values of Q,,, and Q,,. (see Appendix B).
The oscillatory behavior in the profiles of Q,;,, Oy, and Q,,,
occurs for E /ny approximately less than 1 Td reflecting the
energy variation of the cross section for elastic collisions.
For E /ng approximately greater than 1 Td, inelastic collisions
begin to play a significant role. As for the Reid ramp model,
it appears that significant inelastic processes are required to
suppress the longitudinal and transverse third-order transport
coefficients.

IV. CONCLUSION

In this paper we have discussed the third-order transport
coefficient tensor of charged-particle swarms moving in an
infinite neutral gas under the influence of spatially homoge-
neous electric and magnetic fields. The third-order transport
coefficient tensor is defined in terms of the extended flux gra-
dient relation and the extended diffusion equation. The group
projector method is then used for identifying the structure
of the tensor and symmetries along its individual elements
when both the electric and magnetic fields are present. For
an electric-field-only situation, we have found that the third-
order transport coefficient tensor has seven nonzero and only
three independent elements. For parallel electric and magnetic
fields, rotational invariance implies the third-order transport
coefficient tensor has 11 nonzero and four independent el-
ements, while for orthogonal electric and magnetic fields
the tensor has 14 nonzero and 10 independent elements.
Finally, when electric and magnetic fields are crossed at
an arbitrary angle, it is found that the third-order transport
coefficient tensor has 27 nonzero elements among which 18
are independent. The proposed methodology based on the
group projector method and symmetry considerations of the
Boltzmann equation can be applied to any of the transport
coefficient of an arbitrary tensorial rank.

The second important issue addressed in the present work
is the physical interpretation of the third-order transport coef-
ficients. In order to resolve this issue, we have expanded the
Fourier transform of the number charged-particle density in
terms of the longitudinal and transverse third-order transport
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coefficients. Using the inverse Fourier transformation of the
expansion coefficients, we have derived the expression for the
number density of charged particles in which the effects of
third-order transport coefficients are explicitly included. It is
found that deviations of the Gaussian distribution along the
specific directions are directly related with the sign of the
individual third-order transport coefficients.

Explicit expressions for the third-order transport coeffi-
cients in terms of the moments of the distribution function and
in the absence of nonconservative collisions are derived in the
framework of a multiterm theory for solving the Boltzmann
equation. Using the symmetry properties of the moments,
we have analyzed the structure of the third-order transport
coefficient tensor. We have also developed the Monte Carlo
method in which the third-order transport coefficients are
defined in terms of the moments of charged-particle density
in configuration space. It is found that only two independent
components of the third-order transport coefficient tensor can
be identified, as all tensor components are contracted with the
corresponding spatial partial derivatives of charged-particle
density. Thus, care must be taken when comparing the Monte
Carlo results with those obtained by other theories.

Numerical calculations are performed using a multiterm
solution of the Boltzmann equation for a range of model gases,
including the Maxwell, hard sphere, and Reid ramp models.
The results obtained are in very good agreement with those
predicted by the Monte Carlo method when possible, over the
range of the applied electric and magnetic fields. An important
observation is that the contribution of the third-order transport
coefficients to the spatial profile of the swarm becomes more
pronounced for increasing the charged-particle to neutral-
particle mass ratio. In this work we have also displayed
and emphasized the need for a multiterm solution technique
of Boltzmann’s equation. It is found that the discrepancy
between the two-term and fully converged multiterm results
are much higher for the third-order transport coefficients than
those for the lower order transport coefficients, e.g., drift
velocity and diffusion coefficients. The theory and associated
computer codes in the present work are equally valid for real
gases. The third-order transport coefficients are calculated for
electrons in neon and the results of calculations are compared
with those evaluated by the two-term approximation for solv-
ing the Boltzmann equation and momentum transfer theory.
Comparison with previous theories have shown surprisingly
good agreement with the two-term solution of the Boltzmann
equation and a significant disagreement with the momentum
transfer theory.

The duality of transport coefficients, e.g., the existence of
two different families of transport coefficients, the bulk and
the flux, is well known in the presence of nonconservative
collisions. Third-order transport coefficients are expected to
be more sensitive to the explicit influence of nonconservative
collisions. In order to investigate the effects of nonconser-
vative collisions on the third-order transport coefficients one
must go to third-order in the density gradient expansion to
account for such effects. This remains the focus of our future
investigation. Likewise, the remaining step to be taken, is
to apply the theory and mathematical machinery developed
in this work to investigate the correlation between the third-
order transport coefficients and those of lower order, e.g., the

drift and diffusion coefficients [19]. Additional issues which
should be considered are the effects of anisotropic scattering
and the behavior of the third-order transport coefficients in
time-dependent electric and magnetic fields. Finally, it would
be very challenging to model strong nonequilibrium systems
such as streamer discharges by suitable coupling of the ex-
tended diffusion equation which incorporates the third-order
transport coefficients for both the electrons and ions, and Pois-
son’s equation for the space charge electric field calculation.

The theory presented here covers the structure, symme-
tries, and method of calculation of the third-order transport
coefficients and the advantages that it may bring should it
be applied. In this paper, we focus on physics of ionized
gases (swarms and low-temperature collisional plasmas), but
approach may be extended to other physical systems if one
accounts for the dominant physical interactions and expected
symmetries. One such example where these results may be
applied directly is modeling of positron thermalization in gas
filled traps [86,87] or thermalization of positrons in gases
[88-90].
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APPENDIX A: THE GROUP PROJECTOR METHOD

The structure of tensorial transport coefficients can be
determined by employing group theory, since their structure
reflects the symmetry of the system. The studied system
consists of a swarm of charged particles, neutral background
gas particles and the applied electric and magnetic fields.
The symmetry group of a system is the group of all trans-
formations under which the system is invariant [91-93]. The
symmetry groups of the electric and magnetic fields are
Coov and Coy, respectively, since the electric field is a polar
vector, and the magnetic field is an axial vector. These are
the symmetry groups of an immobile cone and of a rotating
cylinder, respectively [91]. If both electric and magnetic fields
are present in the system, the symmetry group of the field
configuration is determined by the angle between the fields.
The symmetry group of the parallel fields configuration is
Coo. This is the symmetry group of a rotating cone [91].
Orthogonal field configuration has the symmetry group Cj,.
The symmetry group of the general field configuration is
the trivial group C;. Background gas is invariant under all
transformations from the orthogonal group O(3). This is the
symmetry group of a sphere. Therefore, the symmetry group
of the field configuration is also the symmetry group of the
entire system.

The structure of a tensor can be determined from its
invariance, under operations from the symmetry group of the
system. The action of a group G on vectors, from a vector
space H, is represented by a group homomorphism from
G to the general linear group on H, GL(H) [92,93]. Polar
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vectors, such as drift velocity, are transformed by the polar
vector representation of the symmetry group of the system
DPY(G). This representation is reducible [65,93] and, for
finite and compact groups, it decomposes into the irreducible
components DW(G) as

D™ (G) = &,_,a,D"(G). (A1)

Here a,, is the number of times the irreducible representation
DW(G) appears in the decomposition of DP'(G), and r is
the number of inequivalent irreducible representations of the
group G. In addition, for decomposable representations there
exists a symmetry-adapted basis [65,93], which satisfies the
condition

el
D (G)|tym) =y " DYN(G)|jut,n).

n=1

(A2)

This implies that for every irreducible representation D) (G)
from (A1) there will be a subspace in H which transforms by
DW(G) [65,93]. A very important representation, which ex-
ists for every group G, is the trivial irreducible representation
Ap. This representation is defined as DU (g) =1, Vg € G.
This representation is irreducible, since it is one dimensional.

It can be seen from (A2) that a vector is invariant under
the action of D?V)(G) if it belongs to the subspace of the
trivial irreducible representation. This invariant subspace can
be found by employing group projectors. In the case of the
trivial representation, the group projector is simply

1
PED™, Gy = — > D" (g)
|m§

(A3)

for finite groups, where |G| is the order of the group G [65].
For one-parameter Lie groups the group projector for Ay is

PAYDP G = Z/DP“(R)dR. (A4)
R

Here the summation goes over distinct connected compo-
nents, and integration is taken over the range of the group
parameter [93]. Any vector, from the invariant subspace of
DPY(G), including the drift velocity, is a linear combination of
the eigenvectors of the projection operator P40 (D" G).

Diffusion tensor is a linear operator which maps the local
density gradient vector Vn(r,t) onto the diffusive flux vec-
tor. Therefore diffusion tensor belongs to the range of the
projector P4)(DP** | G) where D" (G) represents D”’ @
DP'(G) = DP’(G) ® DPY(G). Similarly the skewness tensor
maps the tensor square of the gradient vector, which acts
upon the local density V ® Vn(r, 1), onto the vector of the
third-order diffusive flux. Thus the skewness tensor belongs
to the range of the projection operator P40 (D’ @ [DP1?, G),
where [DP']? represents the symmetrized tensor square of the
polar vector representation. This symmetrization is a result of
the commutativity of the gradient operators.

Strictly speaking, the action of the group on operators, such
as diffusion tensor and skewness tensor, is represented by
employing superoperators [94]. They are defined as B(g)A =
DP’(g)ADP"(g~'). Therefore, the most straightforward ap-
plication of group theory would require the use of group
superoperators. However, this is not necessary, since every

second rank basis operator |i) ® (j| acting on a vector space
H is uniquely paired with a basis vector |i) ® |j) from the
vector space H @ H. The same applies for the basis op-
erators of the third rank |i) ® [(j| ® (k|] and basis vectors
[i) ® [|j) ® |k)] from the vector space H ® [H ® H]. Here
square brackets represent symmetrization of the tensor prod-
uct. Thus, the group projector method can be applied for
representations DPY(G) ® DPY(G) and D"’ ® [DP']? in the
corresponding vector spaces. Then eigenvectors of the group
projectors can be mapped into the corresponding basis tensors.
Therefore diffusion tensor and skewness tensor are linear
combinations of the basis tensors, which are obtained from
eigenvectors of the projection operators P4 (DP' @ D™, G)
and P4)(DP" ® [DP']?, G), respectively. Moreover, it is not
necessary to use D”’ ® [DP]? for determining the structure
of the skewness tensor. One can instead use D"’ ® DP' @ DPY
and symmetrize the resulting tensors by the last two indices.

APPENDIX B: PHYSICAL INTERPRETATION OF THE

INDIVIDUAL COMPONENTS OF THE THIRD-ORDER

TRANSPORT COEFFICIENT TENSOR AND ANALYSIS
OF THEIR SIGN

Using the flux gradient relation (7), the fluxes of charged
particles induced exclusively by the third-order transport co-
efficient tensor are given by

3%n(r, 1) 3%n(r,t)  8%n(r,t)
Fo.= szza—zz + Ox 9x2 + 32 )
Lo = 20, 1) (B1)
Ox — XXz 8X3Z 5

where Q,;;, O, and Oy, are independent components of
the third-order transport coefficient tensor (see Sec. IIB).
The leading term in the expansion of the density of charged
particles (33) is of key importance in considering the sign
of the derivative of the charged-particle density. Therefore, in
what follows we consider only this term in the analysis of the
fluxes of charged particles (B1). The second-order derivatives
of the Gaussian (32) are given by

27O (p. ¢ Oy
P70 1) = (2 - UZ)M’ (B2)
(3z)° oo
32nOr 1 O ¢
L’;) = —o? m, (B3)
(8x) o}
3?nO(r, 1) nOr, 1)
- B4
(xdz) ° olo? (B4)
where
o} =2Drt, o} =2D;t. (B5)

For simplicity, the above derivatives correspond to the co-
ordinate system whose origin is placed at the center of the
Gaussian distribution. Thus, the term z — Wt is replaced by
the term z in (B2) and (B4).

In order to visualize these second-order derivatives in the
most efficient way for arbitrarily values of o, we introduce the
set of new coordinates x/oy = X, /0y, = Xy, and z/0; = x.
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FIG. 13. The normalized derivative A, of the density of charged
particles as a function of the relative coordinate x,. The arrows
denote the direction of motion represented by Q.. if this component
is positive. The field force is oriented along the positive x, direction.

Using the new coordinates, Eqs. (B2)—(B4) become

32n© 5 0
dx2 = (Xz - 1)n( )’ (B6)
Z
92n©®
o = (= ), @
92,0
= © B8
xS (B8)
where
O =Crexp[-L(Z+x2+x})] B
and
= Noe ™ (B10)
e Qn)oo,

By combining equations (B6)—(B10) the normalized second-
order derivatives of the density of charged particles can be
written as follows:

1 9% ©

_1(,20,2..2
A, = T X2 — D) 208H+x0) | (B11)
Z
1 32n(0) 10,2 2 2
Au= s = (0 = e, B12)
X X
2.(0)
Buo= a2t e ) (B13)
Cy Oxx0x:

In Fig. 13 we show the quantity A,, as a function of ;.
We see that the representing curve is symmetric with respect
to the origin in which it has a minimum. If Q.. is positive the
direction of motion represented by this component depends on
the sign of A_; in the following way. When A_, is positive, the
motion described by Q... is also directed along the positive
z axis, which is indicated by arrows that are oriented to the
right. Conversely, when A, is negative, the motion described
by Q.,; is directed along the negative z axis, which is indicated
in this case by arrows that are oriented to the left. Therefore,
when Q... > 0 the leading edge of the Gaussian is elongated
while the training edge is compressed to a certain extent. It is

0.5 1
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FIG. 14. The normalized derivative A,, of the density of charged
particles as a function of the relative coordinate x,. The arrows de-
note the direction of motion represented by Q,,, if this component is
positive: the arrows directed upwards (downwards) represent motion
in the positive (negative) z direction.

clear that when Q... < 0, then the opposite situation holds: the
leading edge of the Gaussian is compressed while the trailing
edge is elongated.

Figure 14 shows the graph of the function A,,. This
function is identical to the one illustrated in Fig. 13. When
Q.. 18 positive, the motion described by Q.. is directed along
the positive z axis at the swarm edges, which is indicated
by arrows that are oriented upwards. However, the motion
represented by Q,,, at the swarm center is directed along the
negative z axis in this case, which is indicated by arrows that
are oriented downwards. Likewise, if Q,,, is negative, then the
motion described by Q,., is directed along the negative z axis
at the edges of the swarm, and along the positive z axis at the
swarm center.

In Fig. 15 we show the contour plot of the function A,, as a
function of yx, and x.. This function is positive in the first and
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FIG. 15. The normalized derivative A, of the density of charged
particles as a function of the relative coordinates x, and x,. The
arrows denote the direction of motion represented by Q,,. if this
component is positive.
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third quadrant and negative in the second and fourth quadrant.
If Q.. is positive the direction of motion represented by this
component depends on the sign of A,; in the following way.
When A,; is positive the motion described by Q.. is directed
along the positive x axis which is indicated by arrows that
are oriented to the right. Conversely, when A, is negative the
motion described by Q,,. is directed along the negative x axis
which is indicated by arrows that are oriented to the left. It is
clear that when Q,,, < 0 the direction of motion represented
by this component is reversed. It should be noted that the joint
contribution of Q,,, and Q,, leads to a pear-shaped Gaussian
distribution.

In what follows we investigate the effects of the gas pres-
sure on the third-order transport coefficients. Using the set of
new coordinates x,, x, and x;, the number density of charged
particles given by Eq. (33) can be written as

tQ
nVr, 1) =n, t)[l + G_:Xz(Xzz -3)

Z

3t0r

2
0.0

Z

+ xz(x3+x§—2)}. (B14)

From Eq. (B14) we see that the contribution of the third-
order transport coefficients to the spatial profile of the swarm
is reduced with increasing number density of the neutral
particles ng. This is due to the fact that Q; and Qr scale as
1/ n% while o, and o scale as 1/,/ny with the variation of n.
From this, it follows that the terms 1Qy /o7 and 3tQ7 /o0,
scale as 1/,/ng with with the variation of ny. In addition, from
Eq. (B14) we can also see that the influence of the third-
order transport coefficients on the spatial profile of charged
particles is reduced as 1/+/7 with increasing ¢ due to the time
dependence of the terms tQy / oz3 and 3tQr/ szoz. Thus, from
the scalings of the third-order transport coefficients and asso-
ciated properties it can be concluded that their experimental
determination would be the most efficient at low pressures.
On the other hand, measurements at low pressures in drift
tubes require optimal gaps and volumes in order to reach the
conditions where hydrodynamic approximation is applicable
(negligible length or relaxation distances as compared to the
overall gap). Special care should be taken in order to avoid
kinetic phenomena [16] such as diffusion cooling [95,96] and
other issues associated with an inability of the swarm to be
fully relaxed due to a small number of collisions of charged
particles and neutral gas particles. In any case, the experimen-
tal determination of third-order transport coefficients requires
large gas volumes and low pressures. Similar findings have
been reported in Ref. [18].

In studies of third-order transport coefficients tensor we
often find it necessary to refer to the sign of the third-order
transport coefficients to explain certain phenomena. Let us
assume that the swarm of charged particles is acted on solely
by an electric field. The following elementary considerations
apply.

The motion of charged particles represented by the longitu-
dinal component Q... produces differences in the spreading of
the density profile between the front and trailing edges of the
swarm. When Q,., > 0, the front edge of the density profile is
elongated, while the trailing edge is compressed. The opposite

situation holds when Q.,, < O: the front edge of the swarm is
compressed while the trailing edge of the profile is elongated.

Charged particles at the front of the swarm have higher
energies on average, than those at the back of the swarm, as
they are accelerated through the larger potential difference. If
the collision frequency is independent of energy, the spread of
charged particles along the field direction is induced by the
action of the force and by the chaotic motion of particles.
If the collision frequency is a decreasing function of the
charged-particle energy, the friction due to collisions along the
field direction is also decreased contributing additionally in
the spreading of the density profile. When collision frequency
increases with the particle energy, however, the friction will
be enhanced along the field direction which in turn reduces
the spreading of the density profile. Thus, the longitudinal
component Q... is positive whenever the growth of collision
frequency and associated energy losses in collisions are not
able to affect the spreading of charged particles due to the
electric field force and chaotic motion of charged particles.
This is exactly what happens in most cases considered in our
calculations.

The motion of a swarm represented by Q,, produces
differences in the transverse spreading of the density profile.
When Q... > 0, the density profile is expanded along the
transverse direction at the front of the swarm while at the back
of the swarm the profile is compressed. When Q... < 0, the
density profile is compressed along the transverse direction at
the front and extended at the trailing edge of the swarm.

The electric force does not act along the transverse direc-
tion. This suggests that the spreading of the density profile is
entirely controlled by the chaotic motion of charged particles.
If the collision frequency decreases with energy, this will
further enhance the transverse spread at the front of the swarm
as collisions between charged particles and background gas
molecules are less frequent. If the collision frequency in-
creases with energy, the reverse situation occurs. In this case
it is the high energy electrons, which predominantly exist at
the front of the swarm, have more collisions than those at
the back of the swarm. This results in a greater resistance
to the transverse spreading at the front of the swarm. Thus,
the transverse component Q,., is positive under conditions in
which the growth of the collision frequency and energy losses
in collisions are not intensive enough to exceed the higher
average speed of charged particles at the front of the swarm.

The off-diagonal component Q,,, describes the differences
in the longitudinal spreading in the central part of the swarm
and along its transverse edges. If Q... > 0, the longitudinal
spreading is faster at the transverse edges than in the central
part of the swarm. Conversely, if Q,,, < 0, the reverse situa-
tion occurs: the longitudinal spreading is more pronounced in
the central part of the swarm than at the edges. The parabolic
rise in mean energy along the transverse direction favors the
faster longitudinal spreading at the transverse edges of the
swarm. The parabolic rise in mean energy is due to the fact
that the most energetic electrons quickly cross the distance
between the swarm’s center and its edges, if the increase of the
collision frequency is not large enough to compensate for the
high speed of energetic electrons. If the collision frequency
is independent of energy, this is the only contribution to
the difference in the rate of longitudinal expansion along
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TABLE II. Symmetry properties of the individual components of the skewness tensor. The transformation represents A (parity), B (rotation
of 7 about the z axis), C (parity and rotation of & about the y axis), and D (parity and rotation of 7 about the x axis).

Transformation

Tensor component E—- —-E,B—B

E - E,B— (-B,,B,)

E - E,B— (B, —B,) E—->E,B— —B

Qxxz ) szx - Q.\'xz [ szx Qxxz ’ szx
nyl ’ Q}'Z.V - Q,V)’Z [ Q)'Z)' Q.\'}’Z ’ Q)'Z.V
szx - szx sz:(

szy - er,v szy

szz - szz szz

Qxxx - Qxxx - Qxxx

Qx,vy - Qw _Qx,vy

szz - szz - szz

nyy s nyx - Q)'xy s T Q_vyx - nyy s T nyx
szz ) sz.x - szz s szx - szz [ szx
Qxyz B szy - Qx_vz s szy Qxyz s sz_v
nyz s Qyzx - nyz s Qyzx nyz s Qyzx
szy ) szx - szy s szx szy s szx
Qxxy ) Q.\'yx - Qxxy s T Qxyx - Qxxy s T Qxyx
ny:( - Q)'xx - nyx

Q.vyy - ny,v _Q,vy.v

Qyzz - Q_vzz - Qyzz

szz s sz_v - szz [ szy - szz s T szy

Qxxz s szx Qxxz. ) szx

Q)')'Z ’ Q,VZ)’ Q)',VZ ’ Q}'ZY

QZ/VX QZXX

sz y QZW

szz szz

Qxxx - Q:(xx

Quyy —CQuy

szz - Qxyy

nyy ) nyx - nyy s T nyx

szz ) szx _szz ) _szx
- Qxyz s T szy - Qxyz s T szy
- nyz [ Qyzx - nyz s T Q)'zx
_szyv _szx _szys _szx
- Qxxy s Qxyx Qxxy ) Qxyx
- nyx nyx
_Qy,vy Qm‘
- Qyzz Qyzz
_Qz,vz ) _szy szz ) szy

the transverse direction. If the collision frequency decreases
with energy, this is an additional factor which contributes to
the rapid longitudinal spread at the transverse edges of the
swarm. If the collision frequency increases with energy, this
contributes to greater resistance to longitudinal expansion at
the transverse edges than in the center of the swarm. For
a constant collision frequency, Q.. component is positive,
but much less in comparison to Q... and Q... If the col-
lision frequency decreases with energy, this component is
positive and greater in magnitude than in the previous case.
If the collision frequency increases with energy and Q.. is
positive then the Q,,, component is negative. This could be

J

expected, since the particles at the transverse edges have a
slightly higher energy, and thus higher collision frequency.
Such behavior of Q,,, has been observed in the case of
electron swarms in most atomic and molecular gases. If the
collision frequency increases with energy and Q,, is negative
then Q,,, is positive. A possible explanation for this effect is
that when Q,., is negative the energy of the electrons at the
transverse edges of the swarm is, on average, less than in the
center of the swarm. The high-energy electrons undergo more
and more collisions for increasing electron energy which in
turn prevent them from reaching the transverse edges of the
swarm.

APPENDIX C: EXPRESSIONS FOR THE INDIVIDUAL ELEMENTS OF THE THIRD-ORDER TRANSPORT COEFFICIENT
TENSOR IN THE BOLTZMANN EQUATION ANALYSIS AND MONTE CARLO SIMULATIONS

Using symmetry properties of the moments F (vim|siu) discussed in Ref. [70], the corresponding symmetry properties of
the individual elements of the third-order transport coefficient tensor are detailed in Table II. The structure of the tensor may be
determined by applying the symmetries in Table II in combination with the additional physical arguments that concern fluxes
of charged particles induced by magnetic field. These arguments are necessary to identify the zero elements as well as those
elements of the tensor which are equal between each other for a given configuration of the fields. The similar procedure has been
applied for the vectorial and tensorial transport coefficients of the lower order [70].

In this Appendix we present the explicit expressions for the individual elements of the flux third-order transport coefficient
tensor. These expressions have been derived by considering the flux-gradient relation in the spherical form (41) and explicit
expressions for the irreducible gradient tensor operator [33]. In the following expressions « is omitted from the argument of F

for brevity.
For parallel electric and magnetic fields, the individual elements of the flux tensor are given by
1
Oxx; = —[Im(F (011]221)) — Im(F (01 — 1]221))], (C1
V2a
1
Oy = —[Re(F (01 — 1]221)) — Re(F (011]221))], (C2)
V2a
0 A Im(F(010]200)) + ! Im(F (010]220)) | + 1I (F(010]222)) (C3)
= —— | —1m —1m —1m )
XX o \/g \/6 a
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[ /2 1
Q... = S [\/glm(F(010|220)) - %Im(F(010|200))1|. (C4)
For perpendicular electric and magnetic fields, the individual elements of the flux tensor are given by
Oy = \/—E _le(F(Ol 1200)) + LIm(F(O] 1 |220))i| + L[—Im(F(011|222)) + Im(F (01 — 1|222))] (C5)
XXX — o _\/§ \/6 ﬁa )
Oyyy = Q _LIm(F(011|200)) + LIm(F(011|220))i| + L[Im(F(011|222)) — Im(F (01 — 1]222))] (C6)
P a3 V6 NG ’
= Q -LI (F(011]200)) \/?1 (F(011]220)) C7
Orrz = « | V3 m | V3 m | )
1
e = —— [Im(F(011]221)) — Im(F (01 — 1]221))], C8
0 ﬁa(r)[m( (0111221)) — Im(F( 1221))] (C8)
1
Oyxy = —E[Im(F(Ol1|222))+Im(F(01 — 1|222))], (C9)
1
vz = — [Im(F (011]221))+Im(F (01 — 1]221))], C10
Oy ﬁa[m( (0111221))+Im(F ( 1221))] (C10)
Oz = —lIm(F(010|221)), (C11)
o
171 1 1
Qux = ~a [ﬁlm(F(010|200)) + %Im(F(010|220)):| + &Im(F(010|222)), (C12)
171 1 1
Oy = — [ﬁlm(F(010|200)) + %Im(F(010|220)):| - &Im(F(OlO|222)), (C13)
1 2 1
Oz = 5 |:\/;Im(F(010|220)) — ﬁlm(F(010|200)j|. (C14)

When electric and magnetic fields are crossed at an arbitrary angle, the individual elements of the flux tensor are given by

1

Ory = T [Re(F (011]222)) — Re(F (01 — 1]222))], (C15)
Opex = “/—5 _LRe(F(011|200)) + LRe(F(011|220))} + L[—Re(F(ou|222))—Re(F(01—1|222))] (C16)
e V3 NG V2o ’
Oyyy = Q _iRe(F(011|200)) + iRe(F(omzzo))} + L[Re(F(011|222)) +Re(F(01 — 1]222))], (C17)
" a3 NG V2 |
= Q -iR (F(011]200)) \/§R (F(011]220)) (C18)
Qyzz = _\/§ € | - 3 € | s
Oy = —lRe(F(010|222)), (C19)
o
Q.. = éRe(F(010|221)), (C20)
1
Oy = E[Re(F(Ol — 1]221))—Re(F (011]221))], (c21)
1
e = ——[Re(F(011]221))+Re(F(01—1]|221))]. C22
0, ﬁa[ e(F(011]221))+Re(F ( [221))] (C22)

The elements of the third-order transport coefficients that are independent in a crossed field configuration, are also independent
when the electric and magnetic fields cross at an arbitrary angle. Thus, the corresponding expressions in the Boltzmann equation
analysis are identical.

In what follows, we present the explicit expressions for the flux components of the third-order transport coefficient tensor that
might be identified and computed in our Monte Carlo simulations.
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For parallel electric and magnetic fields, the explicit expressions of the flux longitudinal and flux transverse third-order
transport coefficients are given by Egs. (48) and (49), respectively. We are not able to isolate the additional elements of the
tensor in the Monte Carlo method used in the present work. As already discussed in this Appendix, the coefficients Q.;, Oy,
Q.x, and QO = Q. could be identified and computed using Boltzmann equation solutions.

For perpendicular electric and magnetic fields, we are able to identify six components of the third-order transport coefficient
tensor in our Monte Carlo simulations. The tensor components are

and

Or =0, OxB = 0O (C23)
Qn(xxz) = %(Qxxz + szx + szx)a (C24)
Oryr) = %(nyx + Oyxy + Oxyy) (C25)
Qr(yyr) = %(nyz + Oy + Oy), (C26)
Orn(zer) = %(szx + Qe + Ouze)s (C27)

where the cross product E xB defines the x axis while 7 (abc) denotes all possible permutations of (a, b, ¢). The explicit
expressions of the flux tensor components are given by

QZZZ -
Orxx
Oz =
Qrxx
Quyy =
Oxyy

§B(2c) = 3{e)(2?) — 6(2) (z¢2) + 6(2) (2)(c2)), (C28)
§B( ) = 3{e) (¥%) = 6(x) (xey) + 6(x) (x)(c)), (C29)
H(Zex) +2(zxes) — 2(e) 2x) — (e (27) — 2(2) fxez) — 2(2) (zex) — 20x)(zcz) + 2{ce) (2)(2) +4(x) () (e2)),  (C30)
L) +2(xzee) = 2(ex) (x2) — () (%) — 2(x) (zex) — 2(x) (xez) — 202 (xex) + 2(e:) (x) (x) + 4(z) (x){e)), (C31)
L%e:) +2(yzey) — (e) (%) — 2(2) (yey)), (C32)
L) + 20cy) — (eh (%) — 2(x) (yey)). (C33)

For the most general case when electric and magnetic fields are crossed at an arbitrary angle, we are able to identify 10
components of the third-order transport coefficient tensor in our Monte Carlo simulation code. They include six components
already defined for perpendicular electric and magnetic fields and four additional coefficients, including

QE><(E xB) = nyy’ (C34)

where the cross product E x (E x B) defines the y axis, and

er(xxy) = %(Qxxy + Qxyx + nyx)v (C35)
Qn(zzy) = %(szy + szz + Qyzz), (C36)
Qn (xyz) = é(Qxyz + Qyzx + szy + szy + nyz + szx)- (C37)

The remaining explicit expressions for the flux components of the third-order transport coefficient tensor are given by

Oy =

Qxyz

nyx =

Qyzz
szy

Qxyy =

13B(%cy) = 3(ey) (™) = 6(0) (vey) + 6 () {cy)), (C38)
L((yzex) + (xzey) + (xyes) — (cx) (y2) — (X)(zey) — (x) (yea)—(ey) (xz) — (WM(zex) — () {xez)—(e:) (xy)
— (@) (yex) — (@) (xey) + 24ex) (0)(2) + 2{cy) (1) (2) + 2(c.) () {x)), (C39)

F((Pey) 4+ 2(xey) — 2{e) (vx) — () (x%) — 2(x) (yex) — 2(x) {xey) — 2(9) (xex) + 2(cy) (x) (x) + 4(y) (x) (cx),

(C40)
§(Zey) +20vzer) = 2(e) (2) — (e)(2°) = 2@) (ver) — 2(2)(zey) — 200 {zer) +2(e)(2) (@) + 40 (@) (e)),  (C4D)
§(0%c) +2(vzey) = 2(6))(v2) — (€2 (%) = 200 {zey) — 200) (vez) — 2020 (yey) + 2(c) () + H () (6y)),  (C42)

§(0%cd) +20mey) = 2(e)) ) = () (%) =200 xey) = 20 (yew) = 20x) (vey) + 2(e) () ) + 4 O)(ey)). (C43)
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Abstract

®

CrossMark

In this article we show three quite different examples of low-temperature plasmas, where one
can follow the connection of the elementary binary processes (occurring at the nanoscopic
scale) to the macroscopic discharge behavior and to its application. The first example is on
the nature of the higher-order transport coefficient (second-order diffusion or skewness);
how it may be used to improve the modelling of plasmas and also on how it may be used to
discern details of the relevant cross sections. A prerequisite for such modeling and use of
transport data is that the hydrodynamic approximation is applicable. In the second example,
we show the actual development of avalanches in a resistive plate chamber particle detector
by conducting kinetic modelling (although it may also be achieved by using swarm data).
The current and deposited charge waveforms may be predicted accurately showing temporal
resolution, which allows us to optimize detectors by adjusting the gas mixture composition
and external fields. Here kinetic modeling is necessary to establish high accuracy and the
details of the physics that supports fluid models that allows us to follow the transition to
streamers. Finally, we show an example of positron traps filled with gas that, for all practical
purposes, are a weakly ionized gas akin to swarms, and may be modelled in that fashion.
However, low pressures dictate the need to apply full kinetic modelling and use the energy
distribution function to explain the kinetics of the system. In this way, it is possible to
confirm a well established phenomenology, but in a manner that allows precise quantitative
comparisons and description, and thus open doors to a possible optimization.

Keywords: charged particle swarms, non-equilibrium plasma, skewness, resistive plate
chambers, positron traps, Monte Carlo simulations, Boltzmann equation

(Some figures may appear in colour only in the online journal)

1. Introduction

The idea of thermodynamic equilibrium (TE) is one of the
most widely used ideas in the foundations of plasma physics.
Not only is TE used as a background gas, but it is also used
as the plasma itself, and, further, TE is implicitly incorpo-
rated in most theories through application of the Maxwell
Boltzmann distribution function. On the other hand, the
idea of local thermodynamic equilibrium (LTE) in principle

0741-3335/17/014026+9$33.00

means that TE is not maintained, and that energy converted
into the effective temperature is being used as a fitting
parameter, but also that all the principles of TE still apply
for the adjusted (local) temperature. It is often overlooked
that TE implies that each process is balanced by its inverse
process. It is difficult to envisage just exactly how this con-
dition could be met under circumstances where most of the
energy that is fed into the non-equilibrium, low-temperature
discharges comes from an external electric field. The notion

© 2017 IOP Publishing Ltd  Printed in the UK
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of non-equilibrium is implemented very well in a wide range
of plasma models, starting from fluid models and hybrid
models, all the way to fully kinetic codes such as particle-in-
cell (PIC) modelling.

At end of a field of ionized gases, opposite to the fully
developed plasma, at the lowest space charge densities,
electrons are accelerated (gain energy) from the external
electric field and dissipate in collisions with the background
gas. This realm is known as a swarm (swarm physics), and
is often described by simple swarm models. We shall try to
illustrate how and where one may employ concepts developed
in low-temperature plasmas for problems that are not
traditional non-equilibrium plasmas such as positrons in gases
and gas-filled traps, gas breakdown and particle detectors.

The three selected examples are: the use and properties of
higher-order transport coefficients (skewness) and how they
may be implemented to close the system of equations for
modeling of atmospheric plasmas; modeling of resistive
plate chamber (RPC) particle detectors with a focus on the
development of avalanches, and prediction of the current and
deposited charge; and, finally, modeling of a generic repre-
sentation of the three stage gas-filled positron trap, where
the same models as for electrons may be employed in a full
kinetic description to calculate the temporal development of
the energy distribution function, and, through that, to describe
how and when individual elementary processes affect the per-
formance of the trap.

This is a review article as it covers three different topics
that will (or have been) be presented in detail elsewhere. Yet
the majority of the results will be developed in this paper.
Necessarily, as it is a broad review, some finer points will be
omitted in pursuit of the bigger picture, however, all will be
covered elsewhere and the relevant literature is cited.

2. Higher-order transport and plasma modeling

The fluid equations often employed in plasma modeling are a
part of an infinite chain, and whenever the chain is broken one
needs a higher-order equation and related quantities to close
the system of equations (Dujko et al 2013). That is why a
closing of the equations is forced, sometimes labeled as ansatz,
although the closure is not quite arbitrary. It is often based on
some principles or simplifying arguments (Robson er al 2005)
involving higher-order equations and related transport coef-
ficients. Robson et al (2005) claimed that some serious errors
have been incorporated into fluid equations that are com-
monly used in plasma modeling, and suggested benchmarks
to test plasma models.

Equations (1) and (2) shown below, are the flux gradient
equation and generalized diffusion equation, respectively,
truncated at the contribution of the third order transport
coefficients (also known as skewness). The terms, including
Q ® and Q ®) are terms that represent the contribution of the
skewness tensor:

A~ F

0E 0 =wE 00— D - va@E, o+ 0" (Ve VnE, o+ ...

ey

MED 5 ® G i, 1) — D

ot

L(VRVnEn+ 0" (Ve Ve VnF,0 + ...

= Rn(#,1) (2)
where f‘(?, 1), n(#, 1), W(F), D (F), Q (F), W(B), D (B), Q (B), R are

the flux of charged particles, charged particle number density,
flux drift velocity, flux diffusion tensor, flux skewness tensor,
bulk drift velocity, bulk diffusion tensor, bulk skewness tensor
and rate for reactions, respectively. If equations (1) and/or (2)
are coupled to the Poisson equation for an electric field then
the system of corresponding differential equations might be
closed in the so-called local field approximation. This means
that all transport properties are functions of the local electric
field. The skewness tensor has been systematically ignored
in previous fluid models of plasma discharges, although its
contribution may be significant for discharges operating at
high electric fields, and in particular for discharges in which
the ion dynamics play an important role.

As for experimental determination of the higher-order dif-
fusion of electrons, there have been some attempts, but those
were mostly regarded as unsuccessful due to the end effects
(Denman and Schlie 1990). In other words, those experiments
may have failed to comply with both the requirements for neg-
ligible non-hydrodynamic regions and for lower pressures. An
estimate was made that reliable skweness experiments would
have to be up to 10 m long with pressures that are at least ten
times smaller than those in standard swarm experiments. It
seems that the only reliable yet very weak result was observed
for H, in time of flight (TOF) emission experiments of Blevin
et al (1976, 1978), as described in the PhD thesis by Hunter
(1977). This is because the measurement was made away from
the electrodes, thus providing a hydrodynamic environment.

At the same time some calculations were performed based
on the available cross sections either by using a Monte Carlo
simulation (MCS) and two term solutions of the Boltzmann
equation (BE) (Penetrante and Bardsley 1990) or by using the
momentum transfer theory (Vrhovac et al 1999). Whealton
and Mason (1974) were the first to determine the correct struc-
ture of the skewness tensor in the magnetic field free case. For
ions there have been more general studies and in particular
theoretical studies. Koutselos gave a different prediction of
the structure and symmetry of the tensor (Koutselos 1997)
but those results were challenged (corrected) by Vrhovac et al
(1999), who confirmed the structure of the skewness tensor
previously determined by Whealton and Mason. Subsequently
Koutselos confirmed the structure of the skewness tensor
obtained by previous authors (Koutselos 2001).

Finally, having in mind the need for data in fluid modeling
and the poor likelihood of experimental studies in the near
future, a systematic study has been completed by Simonovi¢
et al (2016) dealing with the symmetry by using the group
projector method (Barut and Raczka 1980, Tung 1984),
multi-term Boltzmann equation solutions and MCS results in
general terms. It should be noted that the third-order transport
coefficients are often called skewness, but in principle it is the
term that was to be applied only for the longitudinal diagonal
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Figure 1. The longitudinal component of the skewness tensor
calculated for electrons in methane.

term, which defines most directly the (departure from the)
shape of the moving Gaussian. We will, however, use the term
skewness for the entire tensor and all its terms.

The structure of the skewness tensor is the following
(Whealton and Mason 1974, Vrhovac et al 1999, Koutselos
2001, Simonovi¢ et al 2016):

0 0 Q. 0 0 0

Oxab = 0o 0 0} anb =[0 © Qi
Qu: 00 0 Qu: O
Qe 0 0

Qear = 0 Quw 0|
0 0 QO

where a,b € {x,y,z} and Q. are the independent, non-
zero terms in the tensor (although some of them may be
identical if they are established for different permutations
of the same derivatives). The components of the tensor
may be grouped as longitudinal Qp = Q.;; and transverse

QT = %(szx + Qxxz + sz,r)

In this paper, we present results for skewness of electron
swarms in methane. Methane is known for producing
negative differential conductivity (NDC) and in this work
we will demonstrate the unusual variation of the longitudinal
and transverse components of the skewness tensor for E/N
(electric field over the gas number density) regions in which
NDC occurs. NDC is characterized by a decrease in the drift
velocity despite an increase in the magnitude of the applied
reduced electric field. Cross sections for electron scattering
in methane are taken from Sagi¢ et al (2004). For the purpose
of this calculation we assumed a cold gas approximation:
T = 0K, which is justified as we covered mostly the E/N
range where mean energies are considerably higher than the
thermal energy. The initial number of electrons in the simula-
tions was 107 and those were followed for sufficient time to
achieve full equilibration with the applied field before sam-
pling was applied. Sampling in an MCS is performed either
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Figure 2. The transverse component of the skewness tensor
calculated for electrons in methane.
for the flux (velocity space) Q) = %<%(V’;r2r§)> or for the
bulk (real space) Q) = %%(ri‘,rirﬁ) components (Simonovi¢

et al 2016) where rl, = r, — {r,).

Uncertainties are established as the root mean square devi-
ations. Statistical fluctuations in MCSs are more pronounced
for skewness than for the lower-order transport coefficients.
Thus, it is very important to present statistical uncertainties
(errors) associated with the results. In addition to Monte Carlo
results, the skewness tensor is calculated from the multi-term
Boltzmann equation solution. The explicit formulas for skew-
ness tensor elements in terms of moments of the distribution
function will be given in a forthcoming paper (Simonovié
et al 2016).

In figures 1 and 2 we show the variation of the longitudinal
and transverse skewness tensor components with E/N for elec-
trons in CHy, respectively. In figure 3 we show the variation
of independent components of the skewness tensor with E/N.
The independent components of the skewness tensor have
been calculated from a multi-term solution of the Boltzmann
equation.

The first observation that is very important is that the multi-
term Boltzmann equation results agree very well with those
obtained in MCSs. This is an important cross check and it
means that the techniques to calculate the skewness are inter-
nally consistent, although two very different approaches are
implemented (having said that we assume that the solution to
the Boltzmann equation and the MC are both well established
and tested (Dujko ef al 2010)).

We see that Ot becomes negative in the same range of E/N
where NDC occurs. At the same time Q remains positive.
Q. and the sum of Q,,, and Q,;, are negative in different
regions of E/N.

Comparing the second- and third-order longitudinal trans-
port coefficients we noticed that if diffusion decreases with
increasing E/N then the skewness also decreases, but even
faster (figures 4 and 5). When it comes to the effect of the
cross sections (or inversely to the ability to determine the cross
sections from the transport data) it seems that skewness has a
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Figure 3. All independent components of the skewness tensor
calculated for electrons in methane.
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Figure 4. Comparison between longitudinal diffusion and skewness
for electrons in methane (the scale for the two different transport
coefficients are provided in the legend).

more pronounced structure, and thus is more useful in fixing
the shape and absolute values of the cross sections. If the dif-
fusion increases, then we are able to distinguish between the
two scenarios: if diffusion increases as a concave function,
then the skewness decreases, while if the diffusion increases
as a convex (or linear) function then the skewness increases.

We have observed that the transverse skewness is also in
a good, if not better, correlation with the longitudinal diffu-
sion (figure 5). This is a good example that illustrates that the
skewness tensor represents directional motion.

Different transverse components have different E/N pro-
files. Q... follows the behavior of the drift velocity while the
remaining components change their trends of behavior near
the end of the NDC region (figure 6). For different gases we
have seen different trends and a clear correlation was not
found (Simonovi¢ et al 2016).

Furthermore, but without illustrating it with special figures,
the explicit effect of non-conservative collisions (ionization
in this case) has been observed. However, in many cases the
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E/N (Td)

Figure 5. Comparison between longitudinal diffusion and
transverse skewness for electrons in methane (the scale for the two
different transport coefficients are provided in the legend).
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Figure 6. Off-diagonal components of skewness compared to

the drift velocity for electrons in methane (the scale for the two
different transport coefficients are provided in the legend).

0.1

agreement between multi-term BE results and those obtained
in MCSs is better than what would be expected based on the
estimated errors. At the same time it turned out that discrepan-
cies between a two-term and multi-term (MCS) results may be
quite large, ranging up to a factor of 10.

Possible measurements of higher-order transport coef-
ficients seem possible and also profitable for the sake of
determining the cross sections. Nevertheless the difficulties
and possible uncertainties may outweigh the benefits. Thus,
calculation of the data seems like an optimum choice for
application in higher-order plasma models. The behavior of
higher-order transport coefficients provides an insight into
the effect of individual cross sections (their shape and mag-
nitude), and their features such as the Ramsauer Townsend
effect or resonances on the overall plasma behavior. The
transport coefficients as an intermediate step give a guidance,
especially when they develop special features (kinetic effects
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Figure 7. The spatio-temporal development of electron avalanches
((a) and (b)) in an RPC device. The number of electrons per cell
(1D integration of a 3D simulation) is shown where the cells

(1 cell = 1 pm) are along the discharge axis x. The cathode
corresponds to x = 0 while the anode corresponds to x = 300 um.
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Figure 8. The time development of (a) electron induced current and
(b) induced charge in the RPC device.

(Petrovi€ et al 2009)) that may also be easily implemented in
the determination of the cross sections.

3. Avalanches in resistive plate chambers

The next example of the connection of the elementary pro-
cesses to plasma behavior through intermediate swarm-like
phenomenology modeling will be modeling of RPC detectors.
These devices are used for timing and triggering purposes in
many high-energy physics experiments at CERN and else-
where (The ATLAS Collaboration 2008, Santonico 2012).
RPCs may be both used for spatial and temporal detection
while providing large signal amplifications. They are usually
operated in avalanche (swarm) or plasma (streamer) regimes
depending on the required amplification and performance
characteristics. Numerous models have been developed to
predict RPC performance and modes of operation (Lippmann
et al 2004, Moshaii et al 2012). We have studied systemati-
cally the swarm data (BosSnjakovi¢ et al 2014a) and then the
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Figure 9. Schematic drawing of a generic Surko trap consisting of
three equal potential drops. The composition of the background gas,
its pressure and geometry are given in table 1.

Table 1. Parameters for simulation of a generic positron Surko trap.

Parameters Stage I  Stage II  Stage III
Radius (mm) 5 20 20
Length (m) 0.5 0.5 0.5
Pressure (Torr) 1073 1074 1073
Background gas N, N, N3° + CF}°
Magnetic field (G) 530 530 530
Voltage (V) 20 10 0

The initial parameters
Potential of the entrance 30
electrode (V)
Potential of the source (V) 0.1
Width (FWHM) of the initial 1.5

energy distribution (eV)

model of RPCs (Bosnjakovi¢ et al 2014b) where RPC effi-
ciency and timing resolution have been predicted by MCS
without any adjustable parameters, and were found to agree
with experiment very well. Here we show some of the data
not presented in Bosnjakovi¢ er al (2014b), which focuses on
avalanche development and furthermore the induced current
and charge.

Calculations of the development of the Townsend
avalanche have been performed for a timing RPC gas mixture
of C,H,F4:i-C4H:SF¢ = 85:5:10 with realistic chamber
geometry (gas gap = 0.3mm) at E/N =421 Td. We show
in figure 7 the development of an avalanche in the gap with
three initial clusters of charges (first generation secondary
electrons indicated by arrows at 0 ps) formed by an incoming
high-energy particle. The first cluster (from the left) has one
electron, the second has nine and the third has 983 initial
electrons. The distribution over a small group of cells has been
randomly selected according to well-established distributions.
At the beginning, the initial condition shapes the profile of
the ensemble, but eventually a Gaussian is formed that drifts
under the influence of an electric field and diffuses due to
numerous collisions.
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Figure 10. The mean energy of the positron ensemble (swarm) as a
function of time. Averages for each stage and for the entire volume
(total) are provided. The energy distribution function is plotted in
figure 11 for the times marked by the points (a)—(f) in this figure.

We will first follow the development of the cluster closest
to the anode (at 270 pm), as indicated by spatial electron pro-
files at different times in figure 7(a). The largest initial group,
which is also the closest to the anode, develops the fastest:
from the initial very sharp profile it quickly establishes a
Gaussian shape that also very quickly gets absorbed by the
anode. The second peak (from the right) is quick to follow but
it is very small and cannot be observed clearly due to interfer-
ence from the first pulse. In figure 7(b), we show the develop-
ment of the first cluster (at 100 pm) for longer times. This
cluster is the furthest from the anode and it takes the most
time to reach the anode, again as a well developed moving
Gaussian. It develops, however, a well-separated and defined
current pulse (unlike the second cluster of charged particles).
The induced current and the corresponding induced charge are
shown in figure 8.

The predictions in figure 8, extended to provide impor-
tant information on the temporal resolution, may be used to
optimize the device by changing gas composition, field and
geometry, and also may be extended to allow for the forma-
tion of the plasma in later stages when a streamer discharge
may be generated at atmospheric pressure (BoSnjakovic¢
et al 2016). Trial and error development of such devices is
simply too costly to allow for an empirical learning curve.
Nevertheless, one could argue that it could be possible to
develop a model based on a standard swarm description of a
moving Gaussian with drift and diffusion plus the benefit of
multiplication through ionization. All of these processes have
their swarm coefficients. However, the very short times of the
formation of the initial cluster, it being inhomogeneous and a
very nonlinear growth with a possible separation of faster and
slower electrons, dictate the need to perform an MCS in order
to achieve the required accuracy. Thus, this example allows for
the use of transport coefficients, but is better accomplished by
full kinetic modeling. Transport coefficients are better taken
advantage of in fluid modeling of the possibly developing
streamer (BosSnjakovié et al 2016). In any case, the ionized gas
and the developing plasma channel are both represented very

accurately (qualitatively and quantitatively). Here we have
used kinetic swarm modeling, although using transport coef-
ficients may also be an option, albeit a less accurate option.

4. Gas-filled positron (and electron) traps

While it is often assumed that keeping the antimatter away
from the matter is a way of preserving it longer, the intro-
duction of background gas to the vacuum magnetic field trap
led to the birth of the so-called Penning Malmberg Surko
traps (often known simply as Surko traps). These devices
take advantage of the very narrow region of energies, where
in nitrogen electronic excitation can compete and even over-
power the otherwise dominant (for almost all other gases and
inelastic processes) positronium (Ps) formation (Murphy and
Surko 1992, Cassidy et al 2006, Clarke et al 2006, Sullivan
et al 2008, Marjanovic et al 2011, Danielson et al 2015). To
be fair, the principles of the trap have been worked out in great
detail, but mostly based on beam-like considerations (Murphy
and Surko 1992, Charlton and Humberston 2000). However
the device consists of a charge being released in a gas in the
presence of electric and magnetic fields, and thus it is an ion-
ized gas that is exactly described by a swarm model until the
space charge effects begin to play a significant role, and then
it is best described by a plasma model (again with a significant
reference to collisions and transport). Thus, for quantitative
representation and accurate modeling of traps, a swarm-like
model is required and recently two such models were used to
explain the salient features of Surko traps (Marjanovi¢ et al
2011, Petrovi€ et al 2014, Natisin ef al 2015). An explanation
and quantitative comparisons will be the subject of a special-
ized publication (Marjanovi¢ and Petrovi¢ 2016). Here we
only focus on the development of the energy distribution func-
tion, which is the primary medium connecting the large-scale
behavior of the trap with microscopic binary collisions.

As pressures used in the gas-filled traps are very low, and
the mean free paths become comparable to the dimensions of
the trap, one may be assured that the description at the level
of transport coefficients and fluid models would fail. This
example thus requires a full kinetic level of description.

The generic (model) trap consists of three stages, each with
a 10 V potential drop and each of the same length (figure 9).
The properties, the pressures and other features are listed in
table 1. A standard, well-tested (for electron benchmarks—
Lucas and Saelee 1975, Reid 1979, Ness and Robson 1986,
Raspopovi€ et al 1999) Monte Carlo code has been used here.
Realistic geometry was included along with the boundary con-
ditions (potentials, energy distributions and losses). Special
care was given to the testing of the modeling of trajectories
in magnetic fields (Raspopovi¢ et al 1999 Dujko et al 2005).

First results are shown in figure 10 where we plot mean
energies as a function of time in three separate stages
(chambers) and also averaged for the entire volume. The
energy steps provided by the potential drops are observable
for the mean energies in stages II and III. The overall increase
in energy is also observed in the total volume average. The
initial plateau of the mean energy is extended mainly due to
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Figure 11. Positron kinetic energy distribution of the entire swarm sampled at different times (indicated in figure 10). Calculations were
performed for the Surko trap as shown in figure 9 with the conditions listed in table 1.

the logarithmic nature of the plot. Following another plateau
due to inelastic energy losses, the mean energy falls to the
thermal value for the final thermalization.

The voltage drop in the initial stage is used to accelerate
the positrons coming from the moderator into the energy
range where electronic excitation of nitrogen is as efficient
as Ps formation. Thus the initial distribution in figure 11 is
a mono-energetic beam at 10eV. Upon development of the
group of positrons that have lost energy in excitation (figure
11(b)), positrons leave the stage I and pass into stages II and
IIT so the two new peaks develop at 20eV and 30eV (figure
11(c)). The positrons that have collided form a group peaking
at around 2eV. During the next period two processes are
obvious. The first is the quenching of the initial beams into
the group, peaking at around 2eV but extending up to 7eV,
where Ps formation removes the particles. The second is the
process that uses vibrational excitation of CF, and thermal-
izes the 2eV group into a low-energy group peaking at around
0.07eV (figures 11(d) and (e)). It is interesting to see that the
peak at around 2 eV is the first to disappear, leaving a group at
around SeV to thermalize more slowly. At this point the low-
energy positrons are also mainly localized in the third stage.

The final stage is characterized by two processes, the
disappearance of the higher-energy group at around 5eV and
the gradual thermalization of the low-energy group at around
70 meV towards the thermal energy (f) of around 40 meV. At
that point a quasi-thermal Maxwellian is developed. The trans-
ition appears to be rapid but, by the virtue of a logarithmic plot,
it is the longest transition in the process of thermalization and

involves bouncing between the potential boundaries of the
third stage many times. At the same time one should see that
the properties of the trap are adjusted so that in the first bounce
across the three stages most particles suffer electronic excitation/
Ps formation collisions and either disappear or are trapped.

The simulation provides many different properties of the
positron ensemble (swarm) but the point of this paper is to
show a direct connection between binary collision processes
and the macroscopic behavior. Using the energy distribution
one can easily see the dominant processes and predict which
aspects of the processes are promoted by the clever design of
the Surko trap. It may also be used to optimize its character-
istics (Marjanovic et al 2016). Nevertheless, the principles of
the trap were properly understood from the initial concepts
but in this case we have detailed representation of the energy
distribution, allowing accurate quantitative comparisons. For
example, one may now adjust the details of the cross sec-
tion in order to fit the measured properties (such as sampled
mean energy that may be somewhat skewed by the sampling
process). In that respect the measured observables from the
trap may play a role in the swarm data that need to be fitted in
order to tune the cross sections so that the number, momentum
and energy balances may be preserved. As analysis of the pos-
itron swarm data led to a number of complex kinetic effects
(Bankovi¢ et al 2009, 2012) it would be interesting to see
whether similar effects may be observed or even affect the
operation of the traps.

These results are akin to the well-established initial
equilibration for electrons in gases (Dujko ef al 2014) with
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temporal and spatial Holst Oosterhuis luminous layers
(Hayashi 1982, Fletcher 1985) that are strongly related to the
well-known Frank Hertz experiment (White ef al 2012, Robson
2014). In addition, it must be noted that even if we were to start
simulation with a Maxwellian distribution and try to follow
the thermalization, due to the sharp energy dependence of
the processes non-Maxwellian distribution function, it would
develop immediately making it necessary to employ a full
kinetic treatment. While fluid equations will not work well
under the circumstances, and while transport coefficients may
be difficult to define and even more difficult to implement in
modeling, kinetic (Monte Carlo) modeling is still a typical
swarm-like model that needs to be employed. Once we fill the
trap with sufficient charge to allow for plasma effects, then
we may need to add-in true plasma modeling based on fluid
equations and on the calculation of the effective fields.

5. Conclusion

In this review we address three recent examples on how
swarm based modeling may connect the microscopic binary
processes to the macroscopic behavior of ionized gases,
even plasmas. The necessary prerequisite for this approach
to be effective is that the systems belong to the so-called col-
lisional plasmas (also known as the non-equilibrium or low-
temperature plasmas). The examples are chosen to reveal
three different aspects of swarm modeling: (a) that based on
transport coefficients and fluid models and how they may
be improved, (b) a system that may be described by both
fluid models and simulations where simulations are used
here to verify the more basic modeling, while the fluid mod-
eling is allowing us to extend predictions further to plasma
conditions, and, finally, (c) for the situation where full
kinetic modeling is required. Thus, these examples should
be viewed as confirmation of the validity and usefulness
of the swarm models that are often overlooked by plasma
modelers. Swarm models are sometimes regarded as a limit
that is unrealistic and useful only to describe well-designed
experiments that provide swarm data. One subscribing to that
view would then need to reply to why the use of swarm data
and also swarm data based fluid equations is so successful.
In fact, we believe that often an ‘overkill’ is performed by
using plasma models to describe inherently swarm-like con-
ditions. One such example is the popular modeling of break-
down by PIC of hybrid codes. If done properly, it is all fine,
although less transparent due to a more complex nature of
the codes. However, at the same time such complexity does
not allow us to add special tests or sampling that may reveal
more insight into the pertinent physical processes. Examples
may include details of the energy distribution function,
adjusting boundary conditions to include detailed represen-
tation of surface processes and observation and inclusion of
the kinetic phenomena.

In doing modeling of low-temperature plasmas that may
need to go both more towards the swarm-like and plasma
conditions we would strongly recommend that all the plasma
codes need to be verified against swarm benchmarks and

include sampling of relevant data. It all may become more
and more difficult as one develops codes for inhomogeneous
systems with complex geometry, but in the limit of a simple
geometry and simple swarm conditions all swarm benchmarks
should be satisfied to the highest of accuracy.

This article may be viewed as an extension of an article
that has been recently submitted for a special issue on plasma
modeling covering physical situations where swarm type
models are valid and useful and accurate. There is no overlap
of the two papers, although a common idea of the need to pre-
sent the usefulness of the swarm model is obvious. The focus
here is more on how elementary processes are producing
an intermediate realm of phenomenology (swarm models
and properties) that then clearly point at the macroscopic
behavior. Be it sprite propagation or positron traps these con-
nections not only reveal relevant physics, but also provide a
means to tailor applications based on elementary processes
and low-temperature plasmas.
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Abstract. In this work we extend a multi term solution of the Boltzmann equation for electrons in neutral
gases to consider the third-order transport coefficient tensor. Calculations of the third-order transport
coefficients have been carried out for electrons in noble gases, including helium (He), neon (Ne), argon
(Ar), krypton (Kr) and xenon (Xe) as a function of the reduced electric field, E/no (where E is the electric
field while ng is the gas number density). Three fundamental issues are considered: (i) the correlation
between the longitudinal component of the third-order transport tensor and the longitudinal component
of the diffusion tensor, (ii) the influence of the third-order transport coefficients on the spatial profile of
electron swarm, and (iii) the errors associated with the two term approximation for calculating the third-
order transport coefficients for electron swarms in noble gases. It is found that a very strong correlation
exists between the longitudinal components of the third-order transport coefficient tensor and diffusion
tensor for the higher values of E/ng. The effects of the third-order transport coefficients on the spatial
profile of electron swarms are the most pronounced for noble gases with the Ramsauer-Townsend minimum
in the cross sections for elastic scattering. The largest errors of two term approximation are observed in
the off-diagonal elements of the third-order transport coefficient tensor in Ar, Kr and Xe for the higher

values of F/ng.

1 Introduction

The investigation of charged particle transport in neu-
tral gases has a wide range of applications, ranging from
the modeling of swarm experiments [1-5] and modeling
of low-temperature plasmas [6,7], to high-voltage technol-
ogy [8] and modeling of particle detectors used in high-
energy physics [9,10]. While there is a rich amount of data
concerning the lower-order transport coefficients, includ-
ing the drift velocity, diffusion coefficients and rate coef-
ficients, for both electrons and ions, [11,12] and recently
for positrons [13,14], the third-order transport coefficients
are still largely unexplored as they are difficult to measure,
and difficult to investigate theoretically.

The third-order transport coefficient tensor is required
for the conversion of hydrodynamic transport coefficients
into transport data that are measured in the arrival time

* Contribution to the Topical Issue “Low-Energy Positron
and Positronium Physics and Electron-Molecule Collisions and
Swarms (POSMOL 2019)”, edited by Michael Brunger, David
Cassidy, Sasa Dujko, Dragana Marié¢, Joan Marler, James
Sullivan, Juraj Fedor.

# e-mail: sasa.dujko@ipb.ac.rs

spectra [15,16] and the steady-state Townsend experi-
ments [4]. In addition, the third-order transport coeffi-
cients are needed for the representation of the spatial
distribution of the swarm under conditions where this dis-
tribution deviates from the ideal Gaussian. Moreover, the
third-order transport coefficients would be very useful in
the swarm procedure for determining the sets of cross
sections for the scattering of electrons and/or ions with
neutral particles, if these transport coefficients were both
calculated and measured with sufficient accuracy [17,18].

The third-order transport coeflicients have been investi-
gated by several authors. Whealton and Mason have deter-
mined the structure of the third-order transport tensor
for an electric field only situation, and have calculated
third-order transport coefficients for electrons assuming
the constant collision frequency model gas [19]. Penetrante
and Bardsley calculated the third-order transport coeffi-
cients for electrons in He, Ne and Ar by using the Monte
Carlo simulations and a two term approximation for solv-
ing the Boltzmann equation [17]. Vrhovac and co-workers
investigated the third-order transport tensor for electrons
in He, Ne and Ar by employing the momentum transfer
theory [18]. Koutselos studied the third-order transport
coefficients of ions in atomic gases by using the molecular
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dynamics simulations and a three-temperature method
for solving Boltzmann’s equation [21-24]. The equality of
the higher-order transport coefficients between an elec-
tron swarm developing from multiple electron sources
and another originating from a single electron source was
investigated by Sugawara and Sakai [25]. The third-order
transport coefficients for electrons in methane (CHy) and
sulfur hexafluoride (SFg) have been recently investigated
by Kawaguchi and co-workers via Monte Carlo simula-
tions [16]. They have also derived the relation between
the longitudinal third-order transport coefficient and the
alpha-parameters, by using the theory of arrival time spec-
tra of an electron swarm initially developed by Kondo
and Tagashira [15]. Petrovi¢ and co-workers also recently
investigated the third-order transport coefficient tensor for
electrons in CHy by using Monte Carlo simulations and
the multi term method for solving the Boltzmann equa-
tion [26]. Finally, Stokes and co-workers have studied the
third-order transport coefficients for localized and delocal-
ized charged-particle transport [27].

In this work we extend the multi term solution of
Boltzmann’s equation with the aim of investigating behav-
ior of third-order transport coefficients in noble gases. As
noble gases have simpler cross section sets than molecu-
lar gases, they are a good starting point for studying the
third-order transport coefficients. Moreover, it is interest-
ing to investigate the influence of the Ramsauer-Townsend
minimum on the third-order transport tensor for electrons
in Ar, Kr and Xe, as it can be expected that a rapid varia-
tion of the cross section for elastic collisions in these gases
will leave a distinguishable signature on the profiles of the
third-order transport coefficients. Moreover, if the compo-
nents of the third-order transport tensor have very high
values for electrons in Ar, Kr and Xe at low electric fields,
due to the presence of the Ramsauer-Townsend minimum,
they could also have a significant influence on the spatial
profile of a swarm of electrons under these conditions.

The paper is organized as follows. In Section 2.1 we
present the basic elements of the theory and definition
of the third-order transport tensor. In Section 2.2 we
describe the multi term method for solving the Boltzmann
equation used in the present work where special emphasis
is placed on the relating the third-order transport coef-
ficients and the moments of the distribution function.
In Section 3.1 we describe the cross sections used as an
input to solve Boltzmann’s equation and the conditions
of our calculations. In Section 3.2 we analyze the E/ng-
dependence of mean energy for electrons in He, Ar, Kr
and Xe. In Section 3.3 we investigate the variation of the
third-order transport coefficients with E/ng for electrons
in four noble gases. In Section 3.4 we study correlation
between the longitudinal component of the third-order
transport tensor and the longitudinal component of the
diffusion tensor for electrons in He, Ne, Ar, Kr and Xe.
In Section 3.5 we consider the influence of the third-order
transport coefficients on the spatial profile of the swarm
for electrons in these five gases. Finally, in Section 3.6 we
discuss the errors associated with the two term approxima-
tion for solving the Boltzmann equation in the framework
of calculations of the third-order transport coefficients for
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electrons in noble gases. Our conclusions are summarized
in Section 4.

2 Theory: definitions and methods
of calculation

2.1 Definition of the third-order transport coefficient
tensor

In the present work, we consider a swarm of electrons
which moves in an infinite and homogeneous background
gas under the influence of a constant and uniform elec-
tric field. The z axis of the system is oriented along the
direction of the electric field. The number density of elec-
trons is very low and hence, the space charge effects and
collisions between electrons are considered to be negligi-
ble. The background gas is regarded to be in a thermo-
dynamic equilibrium at a temperature Ty, and the effect
of the swarm on the state of the background gas can
be neglected. The swarm of electrons is represented by
the phase space distribution function f(r,c,t), which is a
function of position r, velocity ¢ and time ¢.
The continuity of the swarm in the configuration space
is expressed by the following equation
on(r,t)

1

pr (1)
where n(r,t) is the number density of electrons, while
I'(r,t) and S(r,t) are the flux of electrons and the source
term, respectively. The number density of electrons can be

expressed in terms of the phase space distribution function
f(r,c,t) as

+V - I(r,t) = S(r,t),

n(r,t) = /f(r,c,t) dc, (2)

where integration is performed over the entire velocity
space.

When the swarm is located far from boundaries of
the system, and far from sources and sinks of charged
particles, and when the applied electric field is spatially
uniform, the swarm can enter the hydrodynamic regime
[2,28]. In the hydrodynamic regime all space-time depen-
dence of the phase space distribution function may be
expressed in terms of functionals of the number density
n(r,t). Under the hydrodynamic conditions, the phase
space distribution function can be represented by the fol-
lowing expression

flret) =3 P (ct)o (V) n(rt),  (3)
k=0

where £(*) (c,t) are time-dependent tensors of rank k
and © denotes a k-fold scalar product. This expres-
sion is known as the density gradient expansion of the
phase space distribution function [28]. If the background
electric field is static, the tensors f(*) (c,t) are inde-
pendent of time, after the swarm has relaxed to a sta-
tionary state. In the hydrodynamic regime, the flux of
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velocity of charged particles is defined by the flux gradient
relation

if F O (=) n(r,b), (4)
k=0

where the superscripts (k) denote the order of the density
gradient, while (k4 1) denote the ranks of the tensors
L'*+1) These tensors represent the flux transport coef-
ficients [29]. By truncating the flux gradient relation at
k = 2, the following equation is obtained

T (r,t) = WHn(r,t) = DO o Vn (r, )
+QP e (Ve V)n(r,t), (5)

where @ is the tensor product, W and D) are the flux
drift velocity and the flux diffusion tensor, respectively,
while Q) defines the flux third-order transport coefficient
tensor.

For an electric field only configuration, the third-order
transport coefficient tensor has seven non-zero elements of

which three are independent [19]. The independent com-

ponents of the third-order transport tensor are Q&];)z, (Z];)m

and Qg];)z Other non-zero components are related to the
independent components by the following symmetry rela-
tions [19]:

QY =QY). =) =) (6)
Q) = Q). (7)

The longitudinal and transverse third-order transport
coefficients are defined as:

1
Q) =QUL @ = gL+ + QD). ®)

The hydrodynamic expansion of the source term is given
by (28]
S (r,1) = Y, 8™ o (=) n (x,1), (9)
where the superscripts (k) denote the rank of tensors S*)
[29]. By substituting equations (5) and (9) into (1) the
generalized diffusion equation, which is truncated at third-
order gradients, is obtained. This equation can be written
as

w +W® o Vn(r,t)

-D® o (Ve V)n(rt)
+ QYo (VeVeV)n(rt) = Rpean (r,t),
(10)

where Rpr0q is the net particle production-rate, W®) and
D®) are the bulk drift velocity and bulk diffusion tensor,
respectively, and Q(® is the bulk third-order transport
coefficient tensor. Bulk transport coefficients are related
to the corresponding flux transport coefficients as [2,11,29]

w® — w4 g1 (11)
D® =D® 4 §®) (12)
QP =Q® 48B3, (13)
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Equation (10) cannot be solved analytically, even for
the set of simple boundary conditions found in an ideal-
ized time-of-flight experiment [2]. However, this equation
can be solved approximately if the Fourier transform of
the solution is expanded in a Taylor series in terms of
components of the third-order transport coefficient tensor
[20]. The approximate solution up to the first-order can
be written as [20]

nV (r,t) = n©® (r,t)

i t(z =W ) — 6D (2= W)
8 (D(Lb)t)
3t (z - W(b)t) (x2 +y? - 4D¥’)t)

2
8DV (Dg@t)

+QP } (14)

where n(®)(r,t) is the solution of the diffusion equation,
which has the form [2]

z—w(b)t)2

22 4y2
Rproat  up®,  4p®,
nO(p, gy = Noee T i (15)
<4ng’)t) \JarD P
while Ny, W®), D(b Q(b and Qg,?) are the initial

number of partlcles bulk drlft velocity, bulk longitudinal
diffusion, bulk transverse diffusion, and bulk values of lon-
gitudinal and transverse third-order transport coefficients,
respectively. Expression (14) has a simpler form in the rel-
ative coordinates that are defined as [20]

X = = —— Xy = ———
\/2 D(b)t /2Dt 2DVt

In these coordinates the approximate solution (14) is given
by
nM(r,t) =nY(r,¢t)

(b) (b)
t 3t
y (1 N Qd O — QY

oio

3)+

X3 + x5 — 2)) ,
(17)

where o, = \/2D(Lb)t and 0, = 0y = \/2D§9)t. From

this expression it can be seen that the contribution of
the third-order transport coefficient tensor to the spatial

profile of the swarm is proportional to Q1 /(¢1/2(D{")3/2)

and Q) /(t1/2y/ DY DY) [20].

2.2 Multi term solutions of Boltzmann’'s equation

z

The evolution of the phase space distribution function is
given by the Boltzmann equation. In the case of a swarm
of electrons, which are moving in an infinite and homo-
geneous background gas, the Boltzmann equation can be
written as

+ o _
r Jc

(E+cxB)-

—J (fv f0)7 (18)

€
m
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where e and m are the charge and mass of electrons, E
and B are the electric and magnetic fields, and J (f, fo)
is the collision operator. The Boltzmann equation is an
integro-differential equation, which cannot be solved ana-
lytically in the case of electrons in real gases [2,6]. We
employ the moment method where the phase space distri-
bution function is expanded in terms of Burnett functions

[28,30,31,33]:

2.2
3" (ac) = N, S(”) L ) ylie)
m vl \[ I+1/2 2 m
— Rulac)Y @),

(19)

where Y,LZ] is a spherical harmonic, while Sl Y12 is a Sonine

polynomial, « is a parameter and ¢ is a unit vector in
velocity space [30,32]. The constant N,; is given by

2m3/2p!
N =_=- "~ 20
T +1+3/2) (20)
where I'(v + | + 3/2) is the gamma function, while
Ryi(ac) = Ny ( f> S p(e*c/2), (21

determines the radial part of the Burnett function. The
Burnett functions satisfy the orthogonality relations [30]:

/w(a c)@(”l)(ac)@%ll](aC)dc = 0w Ori0mim,  (22)

21\ 3/2
w(a,c) = (;) e~ /2,

is the weighting function [30]. Orthogonality of the
Burnett functions is due to orthogonality of the spheri-
cal harmonics and Sonine polynomials. The phase space
distribution function can be expanded as

ZZ Z f(Vl) (a,r t)(li[””(ac)

v=0 [=0 m=-1
(24)

where £/ l)(a,r,t) are the expansion coefficients which
depend on the coordinates in the configuration space r
and time ¢ [30,32].

In the hydrodynamic regime the phase space distribu-
tion function can be expanded in terms of powers of the
density gradient operator as [30,33-35]

o s A oo oo l
f(rvcat):w(a’c)zz Z ZZ Z

s=0 A=0 u=—Av=01=0 m=—1

F(vim|shu; a, t)Ryi(a, ¢) Y (& )G(SA) (r,t),
(25)

where

(23)

flr,c,t) =

where F(vim|sAu;a,t) are the moments of the phase

space distribution function, while G,(f)‘) is the spherical
form of the density gradient operator [30].
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When the Boltzmann equation is multiplied by an arbi-
trary moment F'(vim|sAy;a,t) and integrated over the
entire velocity space, an infinite hierarchy of matrix equa-
tions in terms of moments F(vim|sAu;a,t) is obtained
[31,33-35]. This hierarchy is truncated at a finite num-
ber of spherical harmonics | = l,ax, and a finite num-
ber of Sonine polynomials ¥ = vy,,x. The values of these
numbers are determined by the criterion for convergence.
The resulting system of equations is then solved numer-
ically by using the matrix inversion. In our calculations,
values of l,.x = 4 were sometimes required, when the
phase space distribution function substantially deviates
from an isotropy in the velocity space. Likewise, values of
Vmax = 80 were required when the distribution function
was far away from a thermal Maxwellian at the basis tem-
perature Tj,. The basis temperature is a parameter which
is used to optimize the convergence.

The explicit expressions for determining the flux trans-
port coefficients in terms of moments of the phase space
distribution function can be obtained by expanding the
flux of velocity of the charged particles I'(r,t) in terms of
these moments and by recognizing terms which are con-
tracted with the corresponding partial derivative of the
number density n(r,t) [33-35]. The expansion of I'(r,t)
in terms of F'(vim|sAu;,t) is given by

) = / M (r, ¢, )de

where Il (r,t) is the flux of velocity of charged particles
T'(r,t) written in the spherical form [30]. Cartesian com-
ponents of a vector whose spherical form is given by

P = Teviie), (27)
are given by the expressions [30]
LN 1
Cy = 7 (c[l ) c[_]l), (28)
1 1
cy—ﬁ(c[l]—kc[ ]1), (29)
c, = —ic%l]. (30)

The components of the third-order transport coefficient
tensor for an electric field only configuration are given by

QY) = Im{F(011[221)} — Im{F (01 — 1|221)}>,
(31)

7l
1

I A
QYY) = a(\/gl {F(010|200)}+\/61 {F(010|220)}>

+ élm{F(010|222)}, (32)
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and

- L(,/2 _ b
QY) = - (\/;Im{F(010|220)} \/glm{F(010|200}>,
(33)
where Re{} and Im{} refer to the real and imaginary parts
of the moments F(vim|sAy;a,t), respectively [20]. The
explicit expressions for the lower order transport coeffi-
cients in terms of moments of the phase space distribu-
tion function can be found in [33-35]. For brevity, in the
following sections the superscript (f) in the flux third-
order transport coefficients (and in the flux diffusion coef-
ficients) will be omitted.

3 Results and discussion
3.1 Preliminaries

In this work we calculate the third-order transport coef-
ficients for electrons in noble gases. Calculations are per-
formed in the E/ny range between 107%Td and 100 Td
(1Td = 102! Vm?). The temperature of the background
gas T is 293 K and thermal motion of background atoms
is taken into account. All background atoms are assumed
to be in the ground state. All electron scattering is con-
sidered to be isotropic. Elastic collisions are represented
by the elastic momentum transfer cross section, while the
inelastic collisions are represented by the total inelastic
cross sections. For electrons in He we use the set of cross
sections which has been detailed by Sasi¢ et al. [36] while
for electrons in Ne we use the set of cross sections, initially
developed by Hayashi [37]. Likewise, for electron scatter-
ing in Ar and Xe we use the cross section sets developed
by Hayashi [38,39]. For electrons in Kr we use the cross
section set from a publicly available Monte Carlo code
MAGBOLTZ [40].

3.2 Mean energy

In the following section we often find it necessary to refer
to the mean energy of the electron swarm to understand
and explain certain trends of the behavior of the third-
order transport coefficients. Thus, in Figure 1 we show
the mean energies of electrons in He, Ar, Kr and Xe as a
function of E/ng. Comparing the profiles of mean energy
in He and the remaining three gases, we observe that the
mean energy of electrons in He is different not only quanti-
tatively, but also qualitatively. Specifically, there are four
distinct regions of transport as E/ng increases for elec-
trons in He and five distinct regions of transport in the
case of Ar, Kr and Xe. First, for electrons in all consid-
ered gases, there is an initial plateau region where the
mean energy is thermal. In the second distinct region of
transport for electrons in He, the mean energy rises with
an approximately constant slope in the log-log plot. The
slope of mean energy is significantly lower in the third
region, due to the influence of inelastic collisions. Finally,
the slope is again increased in the fourth region. This
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Fig. 1. Variation of the mean energy with E/n¢ for electron
swarms in He, Ar, Kr and Xe.

increase can be attributed to a greater fraction of elec-
trons being in the energy range where the collision fre-
quency for all scattering processes reduces with increasing
energy. For electrons in Ar, Kr and Xe, the rise of mean
energy with increasing E/ng is very steep in the second
distinct region of transport. A large fraction of electrons is
thus in the energy range where elastic momentum trans-
fer cross section is a monotonically decreasing function of
energy, due to the presence of the Ramsauer-Townsend
minimum. However, the slope of the mean energy is lower
in the third region, in which high energy electrons are
in the energy range where the elastic momentum transfer
cross section is rising sharply. The slope of mean energy is
further reduced in the fourth region where electrons can
undergo inelastic collisions. Finally, this slope increases in
the fifth distinct region of transport, in which the profile
of mean energy changes from a power-law-like behavior
to the more exponential-like increase. In this field region,
the most energetic electrons are in the energy range where
the collision frequency for all scattering processes is being
reduced with increasing energy.

3.3 Variation of the third-order transport coefficients
with E/n,

3.3.1 Brief analysis

In Figure 2 we show the variation of the individual compo-
nents of the third-order transport coefficient tensor with
E/ng for electrons in He. We observe that nngz and
n%Quz components are positive over the range of F / no
considered in the present work. However, the n3Q.., com-
ponent is negative until approximately 10 Td and posi-
tive at higher E/ng. The absolute values of all individual
components of the third-order transport tensor increase
with increasing F/ng in the sub-excitation field region,
which corresponds to the first two characteristic regions
of the mean energy (see Fig. 1). This can be attributed
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Fig. 2. Variation of n%sz, nngm and nngzz components
of the third-order transport coefficient tensor with E/ng for
electrons in He.
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Fig. 3. Variation of n8Quzz, n2Qzee and n3Q... components
of the third-order transport coefficient tensor with E/ng for
electrons in Ar.

to a slow rise of elastic momentum transfer cross section
in the energy range up to about 2 eV, as well as to its
reduction at higher energies. However, the absolute values
of all individual components of the third-order transport
tensor are reduced for the higher values of E/ng, where
the high energy electrons can undergo many inelastic col-
lisions. This field region roughly corresponds to the third
characteristic region of the mean energy. Finally, all three
components are increasing functions of F/ng in the limit
of the highest fields considered in this work, where the
collision frequency of the high energy electrons decreases
with increasing electron energy.

In Figures 3-5 we show the variation of the individual
components of the third-order transport coefficient tensor
with E/ng for electrons in Ar, Kr and Xe, respectively. It
can be seen that in these gases all components of the third-
order transport tensor are rapidly rising functions of E/ng
in the limit of the lowest fields, where most of the elec-
trons are in the energy range in which the elastic momen-
tum transfer cross section is reduced with the increase of
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electrons in Xe.

energy, due to the presence of the Ramsauer-Townsend
minimum. This field region corresponds to the first char-
acteristic region of the mean energy, as well as to the
first half of the second characteristic region of the mean
energy, shown in Figure 1. However, all three components
of the third-order transport tensor are rapidly decreas-
ing functions of E/ng at higher fields, where the most
energetic electrons are in the energy range in which the
elastic momentum transfer cross section has a steep rise
with an increase of energy. This field region corresponds
to the second half of the second characteristic region of
the mean energy. In the remaining field region considered
in this work, nngm and H%szz components exhibit a
local minimum and a local maximum, while the n2Q..
component has a single local minimum only. The positions
of these local maximums and local minimums correspond
to those values of E/ng where the ratio between the mean
energy and the position of the Ramsauer-Townsend min-
imum or the threshold of the first electronic excitation
have similar values. For instance, the n3Q,,. component
becomes negative at the reduced electric field where the
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mean energy is higher than the position of the Ramsauer-
Townsend minimum by a factor that has values in the
range between 1.3 and 1.4 for all three gases. Likewise, this
component reaches the local minimum at approximately
the same field where the n%sz component reaches the
second local maximum, and the mean energy is about 1.75
times higher than the energy of the Ramsauer-Townsend
minimum at the position of these local extremes in all
three gases. Moreover, the n2Q... component reaches the
second local maximum at the value of the reduced electric
field where the mean energy of electrons is about 2.5 times
lower than the threshold of the first electronic excitation
for all three gases (see Fig. 8). At the highest fields, where
the most energetic electrons may undergo many inelastic
collisions with the background atoms, the absolute val-
ues of all components of the third-order transport ten-
sor are reduced with increasing E/ng. This field region
roughly corresponds to the fourth and the fifth charac-
teristic regions of the mean energy in Ar, Kr and Xe. In
the following subsubsection the E/ng-profiles of the indi-
vidual components of the third-order transport coefficient
tensor for electrons in He, Ar, Kr and Xe are analyzed in
a greater detail.

3.3.2 Comprehensive analysis

For electrons in He, the absolute values of all three com-
ponents of the third-order transport tensor are monotoni-
cally increasing functions of E/ng, but only in the limit of
low electric fields. Specifically, n3Q... and n3Q..., compo-
nents rise in the field region below around 8 Td, where the
mean energy of electrons is lower than 5 eV. Likewise, the
absolute value of n2Q.., increases up to approximately
5.9Td, where the mean energy is around 3.6 eV. In the
field region, where the absolute values of all three com-
ponents are being increased with increasing F/ng most
of the electrons undergo elastic collisions only. Moreover,
the elastic momentum transfer cross section is gradually
rising in the energy range between approximately 10~2 eV
and 2 eV, while it is being reduced at higher energies. For
this reason, resistance to diffusive motion that is caused
by collisions of electrons with the background atoms is not
very intensive in the field region up to approximately 5.9
Td. This in turn induces an increase of the absolute values
of all three components of the third-order transport coef-
ficient tensor in this range of E/ng. However, at higher
fields the most energetic electrons can undergo inelastic
collisions with the background atoms, as the threshold for
the first electronic excitation in helium is around 19.82 eV.
This leads to a rapid decrease of n3Q .., and n2Q... com-
ponents in the field range between approximately 8 T'd and
40 Td. Likewise, the increased resistance to the spreading
of the swarm due to inelastic collisions leads to a rapid
decrease of the absolute value of the n2@.,.,, component
in the field range between approximately 5.9 Td and 8 Td,
and to a gradual increase of this component up to around
40 Td. For the higher values of E/ng, all three compo-
nents of the third-order transport coefficient tensor rise
with increasing E/ng. Over this range of E/ng, the col-
lision frequency of the most energetic electrons decreases
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with increasing E/ng which in turn enhances the third-
order transport coefficients.

For electrons in Ar, Kr and Xe, all components of the
third-order transport tensor are initially, rapidly increased
with increasing F/ng for the lower values of E/ng, as a
large fraction of electrons is in the energy range where
the elastic momentum transfer cross section markedly
decreases with increasing energy, due to the presence of
the Ramsauer-Townsend minimum in the cross sections
for elastic scattering. These components reach local maxi-
mums in the F/ng region where the mean energy is lower
than the position of the Ramsauer-Townsend minimum by
a factor which is approximately between 2 and 3 in case
of Ar, and approximately between 2 and 4 in case of Kr
and Xe. Thus, all components of the third-order trans-
port tensor start to decrease with an increase of E/ng
in the F/ng region where the collision frequencies of the
most energetic electrons increase with the rising energy of
electrons.

The nngm component is the first to reach a local
minimum in all three gases. However, the behavior of
this component is somewhat different in the case of Ar,
as compared to Kr and Xe. Specifically, this component
becomes negative for electrons in Ar, while it remains posi-
tive over the entire considered range of E/ng for electrons
in Kr and Xe. For electrons in Ar, the n3Q.,, compo-
nent becomes negative at the value of E/ng where the
mean energy is around 1.4 times lower than the position
of the Ramsauer-Townsend minimum. The same compo-
nent reaches a local minimum at the value of E/ny where
the mean energy of the swarm is approximately equal to
the energy position of the Ramsauer-Townsend minimum.
However, in case of Kr and Xe this component reaches a
local minimum at the value E/ng where the mean energy
is around 1.25 times higher than the energy position of
the Ramsauer-Townsend minimum. The n2@Q,,, compo-
nent becomes positive in Ar at approximately the same
field, where the n2Q ... component becomes negative. The
n2Q... component starts to be negative at the value of
E /ny where the mean energy is higher than the position of
the Ramsauer-Townsend minimum by a factor of around
1.3 in case of Ar and Xe, and by a factor of approxi-
mately 1.4 in case of Kr. The sign of the n3Q.,. com-
ponent remains unaltered until the end of the considered
E/ng range for Ar, Kr and Xe. The n2Q..,, component
reaches the second local maximum at approximately the
same F /ng where the n(Q)sz component reaches the local
minimum. The position of these local extremes for Q...
and n%sz components is at the value of E/ng where
the mean energy is about 1.75 times higher than the posi-
tion of the Ramsauer-Townsend minimum for electrons in
all three gases. For the higher values of F/ng, the abso-
lute values of n2Q ... and n2Q.., are being reduced with
increasing F /ng until the end of the considered field range.

The n%szz component reaches a local minimum at the
value of E/ng where the electrons with energies that are
between approximately 2 and 3 times higher than mean
energy, are in the energy range where the elastic momen-
tum transfer cross section for electrons in Ar, Kr and
Xe, is reduced (see Fig. 8) with increasing energy. For
the higher E/ng values, the n3Q.., component rises with
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increasing E/ng. This component reaches a local max-
imum at the value of E/ng where the electrons with
energies that are about 2.5 times higher than the mean
energy can undergo inelastic collisions with the back-
ground atoms. The absolute values of all three components
of the third-order transport coefficient tensor are reduced
with increasing E/ng at higher fields until reaching the
end of the considered E/ng range.

At the qualitative level, the F/ng-profiles of each com-
ponent of the third-order transport coefficient tensor are
very similar for electrons in Ar, Kr and Xe. Specifically,
these components reach local maximums and local mini-
mums at the values of E/ng at which the ratios between
the mean energy and the position of the Ramsauer-
Townsend minimum and/or the threshold for the first
electronic excitation have very similar values. However,
there is a significant difference in the profile of n2Q...
component for electrons in Ar, when compared to the
corresponding profiles in Kr and Xe, as this component
becomes negative in Ar. The absence of negative values of
n¢Q ... for electrons in Kr and Xe might be attributed to a
steeper rise of the elastic momentum transfer cross section
with an increasing energy, after the Ramsauer-Townsend
minimum, in these two gases. As discussed recently by
Simonovi¢ et al. [20] when the collision frequency is rising
with increasing electron energy, one of the off-diagonal
components of the third-order transport tensor (n2Q...
and nngz) is often negative. If the rise of the collision
frequency with energy is not too steep, nngm compo-
nent is usually negative (and n2Q,.. is positive). However,
n2Q... component is negative (and nZQ... is positive)
when the rise of the collision frequency with increasing
electron energy is very steep.

3.4 Correlation between the longitudinal components
of the skewness and diffusion tensors

Another issue that is highly relevant for understand-
ing higher-order transport coefficients is the correlation
between higher-order and lower-order transport coeffi-
cients. In this work we investigate the correlation between
the longitudinal component of the third-order transport
tensor and the longitudinal component of the diffusion
tensor of electrons in noble gases. Recently, this correla-
tion has been investigated for electrons in CHy [26]. It has
been shown that whenever D, decreases, then ()., is
reduced markedly, and whenever D, , increases in a decel-
erating way, ()., also decreases, but less intensively. The
Q... was found to increase only when D, increases in an
accelerating manner. It can be expected that this correla-
tion is absent at the lowest E/ng, as n%QZZZ represents an
asymmetric correction to diffusive motion and it vanishes
in the limit of the lowest fields, unlike diffusion coeffi-
cients which have non-zero thermal values. For this rea-
son n2Q... is expected to rise with increasing E/ng at the
lowest fields, regardless of the field dependence of ngD, ..
The value of E/ng at which the correlation between the
profiles of field dependence of n2Q.., and ngD,, occurs
is different for various gases.
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Fig. 6. The correlation of the longitudinal component of the
third-order transport tensor nZ@Q... and the longitudinal com-
ponent of the diffusion tenzor noD.. for electrons in He.

The correlation between the profiles of nngzz and
noD,, for electrons in He and Ne is shown in Figures 6
and 7, respectively. For electrons in He, n2Q... and ng D,
rise with increasing E/ng in the E/ng region between
approximately 5.9-107>Td and 7.5 Td. This increase is
the most intensive for E/ng between around 2.1Td
and 7.7 Td. However, between approximately 7.7 Td and
35Td, the rise of ngD.. with increasing E/ng slows down,
and ngD,, becomes a concave function of E/ng in the
log-log plot. In this E/ng region, n2Q... is reduced with
increasing F /ng. For E/ng between approximately 35Td
and 100 Td, the slope of ng D, rises with E/ng and nogD,,
becomes a convex function of E/ng in the log-log plot. As
a consequence, in this E/ng region, n%szz rises mono-
tonically with increasing F/n.

For electrons in Ne, n%szz and ngD,. decrease with
increasing F/ng between approximately 3.5-107% Td and
3.5:1072, and n3Q... continues to decrease up to about
5.9-1072 Td. For the reduced electric fields higher than
approximately 5.9-1072 Td, both n%szz and ngD,, rise
with increasing field up to around 1.9 Td. This rise is espe-
cially rapid for F/ng between approximately 1Td and
1.9 Td. At higher fields, ngD, . becomes a concave function
of E/ng in the log-log plot, and it slowly decreases with
increasing field for E/ny between approximately 5.9 Td
and 30 Td, while it saturates at higher fields. In the E/ng
region between approximately 1.9 Td and 100 Td, n2Q...
decreases monotonically with increasing F/nqg.

The correlation between the profiles of n3Q... and
noD,, for electrons in Ar, Kr and Xe is shown in Figure 8.
As can be seen, there is a very strong correlation between
the profiles of n3Q.., and ngD., for all three gases. It can
also be seen that the profiles of n2Q... and ngD,, in each
of these gases are very similar. At the lowest E/ng n2Q...
and ngD,, rise with increasing F/ng in all three cases, as
most of the electrons are in the energy range in which
the elastic momentum transfer cross section decreases
rapidly with increasing electron energy. The n2@... com-
ponent reaches a local maximum at around 2.1-1073 Td,
1.4-1072Td and 3.7 -10~2 Td for electrons in Ar, Kr, and
Xe, respectively, while ngD., reaches a local maximum at
approximately 2.7-1073 Td, 1.7-10~? Td and 4.6-10~2 Td,
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Fig. 7. The correlation of the longitudinal component of the
third-order transport tensor n3@... and the longitudinal com-
ponent of the diffusion tenzor noD.. for electrons in Ne.

for electrons in Ar, Kr and Xe, respectively. In all three
gases noD,, reaches a local maximum at a somewhat
higher E/ng as compared to n3Q.... After the local max-
imum, n%szz and ngD,, are decreased markedly with
increasing F/ng, up to around 5.9-1073Td, 2.9-10~2 Td
and 7.7-1072Td for electrons in Ar, Kr and Xe, respec-
tively. For the higher values of E/ng, these two quan-
tities continue to decrease until reaching approximately
2.7Td for electrons in Ar, and until reaching approxi-
mately 2.1Td for electrons in Kr and Xe. However, the
rate of decreasing of both n3@Q... and ngD.,, is less inten-
sive in this field region as compared to the lower fields.
At higher fields, n%szz and ngD,. rise with increas-
ing E/ng in a narrow field range. The n2Q... compo-
nent reaches the second local maximum at around 5.9 Td,
4.1Td and 4.2 Td for electrons in Ar, Kr and Xe, respec-
tively. After the second local maximum, the n2@... com-
ponent decreases monotonically with increasing E/ng for
the remaining F/ng in all three gases. In the field region
around the second local maximum of n3Q..., the slope of
noD.,, is significantly reduced with increasing E/ng up to
about 13Td for all three gases. At higher fields, ngD, is
saturated with increasing E/ny.

In Figures 6-8 we observe a strong correlation between
the profiles of n%QZZZ and ngD.. for electrons in noble
gases. Specifically, at relatively high enough fields n3Q...
decreases with increasing E/ng whenever ngD,, is a
decreasing function of E/ng, or when it increases as a
concave function of E/ng in the log-log plot. The n3Q...
increases only at the lowest fields, and in those regions
of E/ng where ngD., raises with increasing field as a
convex (or possibly linear) function in the log-log plot.
The correlation between n2Q... and ngD,, can be under-
stood on an intuitive level. The third-order transport
tensor represents an asymmetric deviation of the total
diffusive motion, from the motion which is represented
by the diffusion tensor. Thus, the third-order transport
tensor describes a small correction to total diffusion. For
this reason, the motion which is represented by the third-
order transport tensor 'carries’ a much smaller amount of
energy and momentum than the motion which is described
by the diffusion tensor. As a consequence, this transport
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Fig. 8. The correlation of the longitudinal component of the
third-order transport tensor nngu and the longitudinal com-
ponent of the diffusion tenzor noD.. for electrons in Ar, Kr
and Xe.

property is much more sensitive with respect to the col-
lisions between the electrons and the background atoms.
This leads to a reduction of the ngQuz component with
increasing E/ng (at high enough fields) whenever the
resistance to diffusive motion due to collisions is inten-
sive enough to cause a decrease of ngD,, or even a decel-
erated rise with increasing E/ng. The correlation of the
longitudinal component of the third-order transport ten-
sor and the longitudinal component of the diffusion tensor
is important for two reasons. Firstly, it enables an eas-
ier understanding of the E/ng-dependence of the third-
order transport coefficients in comparison to the direct
analysis from the cross sections and from the variation of
the mean energy with F/ng, which might be sometimes
difficult. Secondly, the correlation between n3Q... and
noD,, shows that the third-order transport coefficients
are more sensitive with respect to the energy dependence
of the cross sections than the diffusion coefficients. This
suggests that the third-order transport coefficients would
be very useful in swarm procedure for determining and
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Fig. 9. The values of ratio Qr./(Dz)%? for electron swarms
in He, Ne, Ar, Kr and Xe as functions of the reduced electric
field E/ng. Calculations have been performed assuming the gas
number density of 3.54x10%? m~3.

normalizing the cross section sets, if they were both cal-
culated and measured with a sufficient accuracy.

3.5 Effects of the third-order transport coefficients on
the spatial profile of the swarm

In this work, we also investigate the influence of the third-
order transport coefficients on the spatial profiles of the
swarm of electrons in noble gases. As was shown in [27],
the components of the third-order transport tensor rep-
resent an asymmetric deviation of the spatial profile of
the swarm of charged particles from an ideal Gaussian,
which represents the solution of the diffusion equation.
Specifically, the longitudinal component of the third-order
transport tensor describes longitudinal elongation or com-
pressing of the swarm along the longitudinal direction,
while the off-diagonal components describe transverse
elongation or compressing of the swarm along the lon-
gitudinal direction. It can be seen from equation (17)
that the contribution of the third-order transport coef-
ficients to the spatial profile of the swarm is proportional
to Qr/(t'*(D1)*?) and Qr/(t'/*/D Dr).

In Figure 9 we show the ratio Qr,/(Dy,)/? for electrons
in noble gases as a function of E/ng. It should be empha-
sized that in Figure 9 we show the ratio where the flux
values of Q1 and Dy, are assumed, although the influence
of the third-order transport coefficients on the spatial pro-
file of the swarm is proportional to the corresponding ratio
of the bulk values of @, and Dj,. The reason for this is a
much better accuracy of our multi term results when com-
pared to our Monte Carlo results, and our current inability
to obtain the bulk values from our multi term code. How-
ever, the difference between the flux and the bulk values of
the longitudinal components of the third-order transport
coefficient tensor is within statistical uncertainty of Monte
Carlo simulations up to about 21 Td in He and Ne, and up
to 100 Td in Ar, Kr and Xe. Moreover, we are principally
interested in the field dependence of this ratio for E/ng
less than 10Td, due to the presence of local maximums
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and local minimums in this particular field range. For this
reason, we investigate the field dependence of the ratio
Qr/(Dy1)3/? assuming the flux values of Q7 and Dy,.

We may observe in Figure 9 that the ratio Qr/(Dy)%/?
increases monotonically with increasing F/ng in the limit
of the lowest E/ng (below 1072 Td). For the higher values
of E/ngy (higher than 10Td) we see that this property
decreases monotonically with increasing F/ng for elec-
trons in all considered gases. At intermediate fields, how-
ever, this ratio reaches several local maximums and local
minimums. Specifically, this ratio has only a single local
maximum for electrons in Ne, at around 0.01 Td!. For
electrons in He and Ar, this ratio has two local maxi-
mums and one local minimum. In the case of He these
local maximums are at about 0.21Td and 5.9 Td, and
both of these maximums are of a similar magnitude. How-
ever, in the case of Ar, the first local maximum at around
1073 Td is much higher than the other local maximum at
about 4.6 Td. This difference is caused by the presence
of the Ramsauer-Townsend minimum in the elastic cross
section of Ar. The local minimum is shallow, and it is
at around 2.7Td in both gases. For electrons in Kr and
Xe, the investigated ratio has three local maximums and
two local minimums. The first local maximum occurs at
about 7-1072Td and 1.9-1072 Td for electrons in Kr and
Xe, respectively, and is quite high in both gases, due to
the presence of Ramsauer-Townsend minimum in the cross
sections for elastic scattering. This maximum is followed
by a local minimum at about 2.7-10~2 Td for electrons in
Kr and at around 6.8-10~2 Td for electrons in Xe. The sec-
ond local maximum of this ratio is at around 0.046 Td and
0.13 Td for electrons in Kr and Xe, respectively. The last
local minimum is at about 2.1 Td, and it is quite shallow
in both Kr and Xe. The third local maximum is at about
2.7Td in both gases. In the case of electrons in Ar, Kr
and Xe the value of E/ng at which Q/(Dg)%/? reaches
the first local maximum is about 2 times lower than the
value of F/ng where Qp, reaches the first local maximum.
This is expected, on a qualitative level, as Qr/(Dy)>/?
reaches the first local maximum after Dy, starts rising with
increasing F/ng, but before reaching the first peak.

The ratio Qr,/(D)?? has the highest values for Ar,
Kr and Xe near the position of the first local maximum.
Thus, the contribution of the third-order transport coefli-
cients to the spatial profile of the swarm is the most pro-
nounced exactly for these conditions. However, it must
be emphasized that the approximate expression (17) has
been derived under an assumption that transport coefli-
cients are constant in time, from the initial time (¢ = 0).
As this condition is satisfied only after relaxation of the
swarm to the stationary state, the expression (17) is
not applicable to the early stages of swam development

1 There is an additional local maximum of this ratio at around
1.5'Td for electrons in neon, that is preceded by a local minimum
at around 1.2 Td. However, both of these local extremes are very
shallow. Specifically, the difference between the value of this ratio at
these two local extremes is about 4 %. For this reason, the authors
are not certain if these two local extremes would appear if a different
cross section set is used, due to the sensitivity of both Q@ and Dy, to
the energy dependence of the cross sections for elementary scattering
processes.
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Fig. 10. The absolute value of the percentage difference
between the two term and fully converged, multi term results,
for the third-order transport coefficients of electrons in He
and Ne.

(small values of t). In addition, this expression has been
derived by using the Taylor expansion in terms of the
components of the third-order transport tensor. For this
reason, the expression (17) is applicable only when the
ratios Qr/(t'/?(D)?/?) and Qr/(t'/>/DDr) are not
too large.

3.6 Comparison of the two term and fully converged
multi term results

In Figure 10 we show the absolute value of the percentage
difference between the two term and fully converged, multi
term results, for the third-order transport coefficients of
electrons in He and Ne. The absolute value of the percent-
age difference between the two sets of results for electrons
in Ar, Kr and Xe is shown in Figure 11. The absolute
value of the percentage difference AQ . is calculated as

(TT)
1— Qabc
Q(MT)

abc

AQue] = ‘ (34)

where the superscripts TT and MT refer to two term and
multi term results, respectively.

We see that the two sets of results agree very well in the
limit of the lowest E/ng, where electrons undergo elas-
tic collisions only. Specifically, the deviation between the
results that are determined by these two methods is very
low, up to approximately 8 Td, 17 Td, 0.2'Td, 0.35 Td, and
1.3Td for electrons in He, Ne, Ar, Kr and Xe, respec-
tively. The disagreement between these two methods for
the off-diagonal components increases continuously with
increasing E/ng until the end of the range of the consid-
ered F/ng. Moreover, the deviation of multi term results
for n?Qqa, and n2Q .4, from the corresponding two term
results is much higher for electrons in Ar, Kr and Xe, as
compared to the case of He and Ne. However, the behav-
ior of the percentage difference between these two sets of
results is somewhat different for the longitudinal compo-
nent. While the disagreement between these two methods
for the longitudinal component in He and Ne increases
with increasing F/ng, these methods, surprisingly, remain
in a very good agreement for electrons in Ar, Kr and Xe,
over the entire range of E/ng considered in this work.
The percentage difference for the longitudinal component
reaches values up to 30% and 17% for electrons in He
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Fig. 11. The absolute value of the percentage difference
between the two term and fully converged, multi term results,
for the third-order transport coefficients of electrons in Ar, Kr
and Xe.

and Ne, respectively, while it remains lower than 5% for
electrons in Ar, Kr and Xe. We expect that the devia-
tions between the two term and multi term results are
much greater for the higher values of E/ng. It should
also be noted that the errors of the two term approxi-
mation are significantly lower for the lower-order trans-
port coefficients, over the same region of E/ng. Therefore,
higher order transport coefficients appear more sensitive
to anisotropy in the velocity distribution function.

4 Conclusion

In this work we have extended a multi term solution of the
Boltzmann equation, initially developed for evaluating the
lower-order transport coefficients, to investigate the third-
order transport coefficients of electrons in noble gases. For
electrons in helium, we have observed that the ),,, com-
ponent is negative for the lower values of E/ng. In this
field region, the collision frequency for elastic scattering
of a large fraction of electrons is an increasing function
of the electron energy. However, for electrons in argon,
krypton, and xenon all three components of the third-
order transport tensor are positive in the limit of the
lower fields considered in this work, as the collision fre-
quency of the low-energy electrons decreases with increas-
ing energy. For higher fields, the Q.. component is neg-
ative in argon, krypton and xenon over a wide range of
E/ng. In addition, for electrons in argon, the @, ., compo-
nent is also negative, but over a narrower field range. For
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electrons in helium in the sub-excitation field region, the
absolute values of all three components of the third-order
transport tensor are increasing functions of E/ng. On the
other hand, for electrons in argon, krypton and xenon,
all components are significantly reduced over the range of
E/ng where the energy of high-energy electrons exceeds
the position of the Ramsauer-Townsend minimum.

One of the fundamental topics considered in this work
is the existence of the correlation between the longitudinal
component of the third-order transport tensor n2@. .. and
the longitudinal component of the diffusion tensor ngD.,.
We have observed that at high enough fields whenever
noD. . decreases or increases as a concave function of E /ng
(in the log-log plot) n3Q... is being reduced. We have also
observed that n2Q... increases when ngD,, increases as
a convex function of E/ng (in the log-log plot). However,
this correlation is absent in the limit of the lowest E/ny,
as the third-order transport coefficients vanish in the low-
field limit, unlike diffusion which has non-zero thermal
values. This behavior of n2Q... can be attributed to a
greater sensitivity of the third-order transport coefficients
with respect to the energy dependence of cross sections
for elementary scattering processes.

Another highly relevant topic that has been investigated
in this work is the influence of the third-order transport
coefficients on the spatial profiles of the swarm in noble
gases. It has been shown that this influence is the most
pronounced for electrons in Ar, Kr and Xe, at low E/ny,
due to the presence of the Ramsauer-Townsend minimum.
Specifically, the ratio Qr,/(Dy)?/? that describes the con-
tribution of the longitudinal component of the third-order
transport tensor to the spatial profile of the swarm reaches
the first local maximum at about 1073 Td, 7-10~3 Td, and
1.9:1072Td for electrons in Ar, Kr and Xe, respectively.
Around these values of E/ng the effects of the longitudinal
component of the third-order transport coefficient tensor
on the spatial profile of the electron swarm are the most
significant.

Finally, we investigated the deviation of the two term
approximation from the fully converged multi term results
for the third-order transport coeflicients. We have found
that the two term approximation is applicable at the
lowest fields, where electrons undergo elastic collisions
only. However, the two term approximation deviates from
the multi term results for higher fields, where electrons
may undergo inelastic collisions also with the background
atoms. The difference between the two sets of results is
especially pronounced for the off-diagonal components of
the third-order transport tensor. This difference is much
higher for electrons in Ar, Kr and Xe than for electrons in
He and Ne. Conversely, the difference between the two sets
of results for the longitudinal component is much larger
in He and Ne than in Ar, Kr and Xe. This difference is up
to about 30% and 17% for electrons in He and Ne, respec-
tively. Surprisingly, the two term approximation is in an
excellent agreement with the multi term results for the
longitudinal component in the case of Ar, Kr and Xe. The
difference between the results that are obtained by using
these two methods is not higher than approximatelly 5%
in the case of the longitudinal component of the third-
order transport tensor for electrons in Ar, Kr and Xe.

Eur. Phys. J. D (2020) 74: 63

This work was supported by the grants No. ON171037 and
11141011 from the Ministry of Education, Science and Techno-
logical Development of the Republic of Serbia and also by the
project 155 of the Serbian Academy of Sciences and Arts. RDW
acknowledges the financial support of the Australian Research
Council DP180101655.

Author contribution statement

All the authors have been involved in the research and in
the preparation of the manuscript. All the authors have
read and approved the final manuscript.

Publisher’s Note The EPJ Publishers remain neutral
with regard to jurisdictional claims in published maps and
institutional affiliations.

References

1. L.G.H. Huxley, R.W. Crompton, The Diffusion and Drift
of Electrons in Gases (Wiley, London, 1974)

2. R. Robson, R. White, M. Hildebrandt, Fundamentals
of Charged Particle Transport in Gases and Condensed
Matter (CRC Press, Boca Raton, 2018)

3. Z.Lj. Petrovié, M. Suvakov, Z. Nikitovié, S. Dujko,
0. Sasi¢, J. Jovanovié¢, G. Malovié, V. Stojanovié¢, Plasma
Sources Sci. Technol. 16, S1 (2007)

4. S. Dujko, R.D. White, Z.Lj. Petrovié¢, J. Phys. D: Appl.
Phys. 41, 245205 (2008)

5. Z. Donko, P. Hartman, I. Korolov, V. Jeges,
D. Bosnjakovié¢, S. Dujko, Plasma Sources Sci. Technol.
28, 095007 (2019)

6. T. Makabe, Z.Lj. Petrovi¢, Plasma Electronics: Applica-
tions in Microelectronic Device Fabrication (CRC Press,
2014)

7. M.A. Lieberman, A.J. Lichtenberg, Principles of Plasma
Discharges and Materials Processing, 2nd edn. (Wiley, 2005)

8. D. Xiao, Gas Discharge and Gas Insulation (Springer,
Heidelberg, 2016)

9. L. Rolandi, W. Riegler, W. Blum, Particle Detection with
Drift Chambers (Springer, Berlin, 2008)

10. D. Bosnjakovié, Z.Lj. Petrovi¢, R.D. White, S. Dujko,
J. Phys. D: Appl. Phys. 47, 435203 (2014)

11. Z.Lj. Petrovi¢, S. Dujko, D. Mari¢, G. Malovié, Z. Nikitovié,
0. Sasi¢, J. Jovanovié, V. Stojanovi¢, M. Radmilovi¢
Radenovié, J. Phys. D: Appl. Phys. 42, 194002 (2009)

12. L.C. Pitchford et al., Plasma Process. Polym. 14, 1600098
(2016)

13. A. Bankovié, S. Dujko, S. Marjanovi¢, R.D. White, Z.Lj.
Petrovié, Eur. Phys. J. D 68, 127 (2014)

14. A. Bankovi¢, S. Dujko, R.D. White, S.J. Buckman, Z.L;j.
Petrovié, Eur. Phys. J. D 66, 174 (2012)

15. K. Kondo, H. Tagashira, J. Phys. D: Appl. Phys. 23, 1175
(1990)

16. S. Kawaguchi, K. Takahashi, K. Satoh, Plasma Sources
Sci. Technol. 27, 085006 (2018)

17. B.M. Penetrante, J.N. Bardsley, in Non-equilibrium Effects
in lon and Electron Transport, edited by J.W. Gallagher,
D.F. Hudson, E.E. Kunhardt, R.J. Van Brunt (Plenum,
New York, 1990), p. 49


https://www.epjd.epj.org

Eur. Phys. J. D (2020) 74: 63

18.

19.
20.

21.
22.
23.
24.
25.
26.

27.

28.

29.

30.
31.

32

S.B. Vrhovac, Z.Lj. Petrovié, L.A. Viehland, T.S.
Santhanam, J. Chem. Phys. 110, 2423 (1999)

J.H. Whealton, E.A. Mason, Ann. Phys. 84, 8 (1974)

I. Simonovié, D. Bosnjakovié¢, Z.Lj. Petrovié¢, P. Stokes,
R.D. White, S. Dujko, Phys. Rev. E 101, 023203 (2020)
A.D. Koutselos, J. Chem. Phys. 104, 8442 (1996)

A.D. Koutselos, J. Chem. Phys. 106, 7117 (1997)

A.D. Koutselos, Chem. Phys. 270, 165 (2001)

A.D. Koutselos, Chem. Phys. 315, 193 (2005)

H. Sugawara, Y. Sakai, Jpn. J. Appl. Phys. 45, 5189 (2006)
Z.Lj. Petrovi¢, I. Simonovié, S. Marjanovié, D. Bosnjakovié,
D. Mari¢, G. Malovié¢, S. Dujko, Plasma Phys. Controlled
Fusion 59, 014026 (2017)

P.W. Stokes, I. Simonovié, B. Philippa, D. Cocks, S. Dujko,
R.D. White, Sci. Rep. 8, 2226 (2018)

K. Kumar, H.R Skullerud, R.E. Robson, Aust. J. Phys.
33, 343 (1980)

R.E. Robson, Aust. J. Phys. 44, 685 (1991)

R.E. Robson, K.F. Ness, Phys. Rev. A 33, 2068 (1986)
K.F. Ness, R.E. Robson, Phys. Rev. A 34, 2185 (1986)

. K. Kumar, Phys. Rep. 112, 319 (1984)

33.

35.

36.

37.

38.

40.

Page 13 of 13

R.D. White, R.E. Robson, S. Dujko, P. Nicoletopoulos,
B. Li, J. Phys. D: Appl. Phys. 42, 194001 (2009)

S. Dujko, R.D. White, Z.Lj. Petrovi¢, R.E. Robson, Phys.
Rev. E 81, 046403 (2010)

S. Dujko, R.D. White, Z.Lj. Petrovi¢, R.E. Robson, Plasma
Sources Sci. Technol. 20, 024013 (2011)

0. Sagi¢, J. Jovanovié, Z.Lj. Petrovi¢, J. de Urquijo, J.R.
Castrején-Pita, J.L. Hernandez-Avila, E. Basurto, Phys.
Rev. E 71, 046408 (2005)

R.D. White, R.E. Robson, P. Nicoletopoulos, S. Dujko,
Eur. Phys. J. D 66, 117 (2012)

M. Hayashi, Bibliography of Electron and Photon Cross
Sections With Atoms and Molecules Published in the 20th
Century Argon Report, NIFS-DATA-72 (National Insti-
tute for Fusion Science of Japan, Tokyo, Japan, 2003)

. M. Hayashi, Bibliography of Electron and Photon Cross

sections with Atoms and Molecules Published in the 20th
Century Xenon, NIFS-DATA-79 (National Institute for
Fusion Science of Japan, Tokyo, Japan, 2003)

Biagi-v7.1 database, www.lxcat.net (accessed 19 April
2013)


https://www.epjd.epj.org
www.lxcat.net

SAPP XXI

22" Symposium on Application of Plasma Processes

and
™" EUl-Japan Joint Symposium on Plasma
Processing

Book of Contributed Papers

Strbské Pleso, Slovakia
18-24 January, 2019

Edited by V. Medvecka, ]. Orszagh, P. Papp, S. Matej¢ik

HIDCN e EErEEEEE




Book of Contributed Papers: 224 Symposium on Application of Plasma Processes and 11th EU-Japan
Joint Symposium on Plasma Processing, Strbské Pleso, Slovakia, 18-24 January 2019.

Symposium organised by Department of Experimental Physics, Faculty of Mathematics, Physics and
Informatics, Comenius University in Bratislava and Society for Plasma Research and Applications in
hotel SOREA TRIGAN***, Strbské Pleso, Slovakia, 18-24 January 2019.

Editors:

Publisher:

Issued:

Number of pages:

URL:

V. Medvecka. J. Orszagh, P. Papp, S. Matej¢ik

Department of Experimental Physics, Faculty of Mathematics, Physics and
Informatics, Comenius University in Bratislava; Society for Plasma Research
and Applications in cooperation with Library and Publishing Centre CU,
Bratislava, Slovakia

January 2019, Bratislava, first issue

386

http://neon.dpp.fmph.uniba.sk/sapp/



http://neon.dpp.fmph.uniba.sk/sapp/

Local Organizers

Department of Experimental Physics

Faculty of Mathematics, Physics and Informatics
Comenius University in Bratislava

Mlynska dolina F2

842 48 Bratislava, Slovakia

URL: http://www.fmph.uniba.sk/

Tel.: +421 2 602 95 686

Fax: +421 2 654 29 980

Society for plasma research and applications
Faculty of Mathematics, Physics and Informatics
Comenius University Bratislava

Mlynska dolina F2
842 48 Bratislava, Slovakia
URL: https://spvap.eu/

E-mail: spvap@neon.dpp.fmph.uniba.sk
Tel.: +421 2 602 95 686

Local Organizing Committee

Stefan Matejéik (chair)
FrantiSek Kréma

Peter Papp

Juraj Orszagh
Veronika Medvecka
Ladislav Moravsky


http://www.fmph.uniba.sk/
https://spvap.eu/
mailto:spvap@neon.dpp.fmph.uniba.sk

International Scientific Committee

22nd Symposium on Application of Plasma Processes

Prof. ]J. Benedikt Christian-Albrechts-University, Kiel, Germany

Dr. R. Brandenburg INP, Greifswald, Germany

Dr. Z. Donké Hungarian Academy of Sciences, Budapest, Hungary
Dr. T. Field Queen's University, Belfast, United Kingdom

Prof. S. Hamaguchi Osaka University, Japan

Prof. F. Kr¢ma Brno University of Technology, Brno, Czech Republic
Prof. N. Mason University of Kent, United Kingdom

Prof. S. Matejcik Comenius University in Bratislava, Slovakia

Prof. ]. Pawlat University of Technology, Lublin, Poland

Prof. M. Radmilovi¢-Radjenovi¢  Institute of Physics, Belgrade, Serbia
Prof. P. Scheier Leopold-Franzens University, Innsbruck, Austria

11th EU-Japan Joint Symposium on Plasma Processing

Prof. S. Hamaguchi Osaka University, Japan
Prof. N. Mason University of Kent, United Kingdom
Prof. Z. Petrovi¢ Institute of Physics, Belgrade, Serbia

Reading Committee

Prof. S. Matej¢ik Comenius University in Bratislava, Slovakia

Prof. F. Kr¢ma Brno University of Technology, Brno, Czech Republic
Prof. N. Mason University of Kent, United Kingdom

Dr. P. Papp Comenius University in Bratislava, Slovakia

Dr. ]. Orszagh Comenius University in Bratislava, Slovakia

Dr. V. Medvecka Comenius University in Bratislava, Slovakia



Conference Topics

1. Electrical discharges and other plasma sources

2. Elementary processes and plasma chemical reactions
3. Plasma-surface interactions

4. Plasma treatment of polymer and biological materials
5. Nanometer-scaled plasma technology

6. Ion mobility spectrometry



Table of Content

IL-01

IL-02

IL-03

IL-04

IL-05

IL-06

IL-07

IL-08

IL-09

IL-10

IL-11

IL-12

IL-13
IL-14

IL-15

IL-16

IL-17

IL-18

TL-01

TL-02

TL-03

TL-04

Chris Mayhew
Douyan Wang
Milan Simek
Mario Janda

Ana Sobota

Timo Gans

Sander Nijdam
Patrik Spanél

Mahmoud
Tabrizchi

Yuzuru lkehara

Masaaki
Matsukuma

Sasa Dujko

Naoki Shirai
Uros Cvelbar

Nevena Puac

Peter Awakowicz

Petr Synek

Johannes Berndt

Zoltan Donké

Lenka Zajickova

Viktor Schneider

Matej Klas

INVITED LECTURES
SOFT CHEMICAL IONISATION AND THE HUMAN VOLATILOME:
APPLICATIONS TO MEDICAL SCIENCE AND HUMAN DETECTION

BIOLOGICAL APPLICATIONS USING PULSED ELECTRIC FIELD AND
PLASMAS

NANOSECOND DISCHARGE IN LIQUID WATER AT IPP: OVERVIEW OF
RECENT RESULTS

CHEMICAL KINETIC MODEL OF TRANSIENT SPARK: SPARK PHASE AND
NOX FORMATION

ATMOSPHERIC PRESSURE PLASMAS IN CONTACT WITH TARGETS:
ELECTRIC FIELDS AND ELECTRON PROPERTIES

TAILORING REACTIVE SPECIES PRODUCTION IN COLD ATMOSPHERIC
PRESSURE PLASMAS FOR ENVIRONMENTAL AND HEALTHCARE
TECHNOLOGIES

PHYSICS OF TRANSIENT PLASMAS

MASS SPECTROMETRY FOR REAL TIME MEASUREMENT OF TRACE
CONCENTRATIONS OF VOLATILE COMPOUNDS IN AIR AND BREATH

DEVELOPMENT OF SEVERAL NON-RADIOACTIVE IONIZATION SOURCES
FOR ION MOBILITY SPECTROMETRY

A PRINCIPLE OF BLOOD COAGULATION INDUCED BY LOW-
TEMPERATURE PLASMA TREATMENT

PLASMA PROCESSES FOR MANUFACTURING SEMICONDUCTOR DEVICES
AND SIMULATIONS

NON-EQUILIBRIUM TRANSPORT OF ELECTRONS IN GASES AND LIQUIDS
AND ITS APPLICATIONS IN MODELING OF PARTICLE DETECTORS

PLASMA LIQUID INTERACTION INDUCED BY ATMOSPHERIC PRESSURE
DC GLOW DISCHARGE
HOW TO DESIGN NANOCATALYSTS WITH PLASMA?

DIAGNOSTICS OF ATMOSPHERIC PRESSURE PLASMAS AND THEIR
APPLICATION IN AGRICULTURE

REDUCTION OF VOLATILE ORGANIC COMPOUNDS WITH THE CONCEPT
OF A SURFACE DIELECTRIC BARRIER DISCHARGE

UNRAVELING THE COMPLEXITY OF BARRIER DISCHARGES: ROTATIONAL
NON-EQUILIBRIA AND MICRO-AMPERE CURRENTS

SOME GENERAL ASPECTS CONCERNING THE PLASMA BASED
DEPOSITION OF THIN FILMS
TOPICAL LECTURES

PARTICLE SIMULATION OF ATMOSPHERIC PRESSURE TRANSIENT
DISCHARGES INCLUDING VUV PHOTON TRANSPORT

GLIDING ARC WITH SIDE GAS INLET: PLASMA DIAGNOSTICS AND
APPLICATION IN POLYMER TREATMENT

MICROPARTICLES TRAPPED BY OPTICAL TWEEZERS - MEASUREMENTS
WITH AND WITHOUT A PLASMA

DISCHARGE BREAKDOWN STUDIED UNDER HIGH PRESSURE IN ARGON

10
11

21

23

25

35

36

38

39

45

46

49

57

63

67
68

70

71

76

77
78

83

89

90



TL-05

TL-06

TL-07
TL-08

TL-09

TL-10

TL-11

TL-12

TL-13

TL-14

TL-15
TL-16

TL-17

TL-18

TL-19

TL-20

TL-21

TL-22

TL-23
TL-24

TL-25

TL-26

P-01

P-02

P-03

Hans Hoft

Satoshi
Hamaguchi

Miroslav Michlic¢ek
Zoran Petrovic

Michal Durian
Samuel Omasta

Abdulrahman
Basher

Stanislav Chudjak
Ladislav Moravsky
Jarostaw Puton

Kristian Wende
Ju Young Park

Kinga Kutasi
Jan Benedikt

Tom Field

Antonina Malinina

lija Stefanovic

Mikhail Yablokov

Zbynék Vorac
Bilel Rais

Jozef Rahel

Zdenko Machala

Arian Fateh
Borkhari

Richard Cimerman

Aranka Derzsi

CONTROLLING DISCHARGE REGIMES IN PULSED, SINGLE-FILAMENT
DIELECTRIC BARRIER DISCHARGES

SURFACE REACTIONS OF ATOMIC LAYER ETCHING PROCESSES

MASS SPECTROMETRY OF CAPACITIVELY COUPLED PLASMA IGNITED IN
CYCLOPROPYLAMINE/ARGON MIXTURE

THE EFFECT OF ATTACHMENT ON RF BREAKDOWN

CONSTRUCTION OF A FOURIER TRANSFORM SPECTROMETER FOR THE
UV-VIS REGION

DETERMINATION OF ELECTRIC FIELD IN HUMID AIR PLASMA FROM
NITROGEN FNS AND SPS BANDS RATIO

THE FIRST PRINCIPLE CALCULATIONS OF THE INTERACTION BETWEEN
HEXAFLUOROACETYLACETONE (HFAC) WITH Ni AND NiO SURFACES FOR
ATOMIC LAYER ETCHING (ALE) APPLICATIONS

FORMATION OF LIFE PRECURSOR MOLECULES IN TITAN RELATED
ATMOSPHERE AT RELEVANT TEMPERATURE AND PRESSURE

ION MOBILITY SPECTROMETRY MONITORING OF DECOMPOSITION OF
DIMETHYL PHTHALATE BY POSITIVE CORONA DISCHARGE

ELECTRON CAPTURE IN IMS DETECTORS — A COMPARISON OF ECD, DT
IMS AND DMS

SMALL MOLECULE ANALYTICS TO ELUCIDATE PLASMA - LIQUID
INTERACTIONS
INACTIVATION OF INDOOR AIRBORNE BACTERIA BY DBD

TUNNING THE PAW COMPOSITION BY A SURFACE-WAVE MICROWAVE
DISCHARGE

ATMOSPHERIC PLASMAS FOR GENERATION OF NANOSTRUCTURED
MATERIALS

PLASMA FORMATION IN CONDUCTING LIQUIDS: GROWTH AND
NATURE OF THE VAPOUR LAYER

EMISION CHARACTERISTICS OF GAS-DISCHARGE PLASMA OF
ATMOSPHERIC PRESSURE DIELECTRIC BARRIER DISCHARGE ON ZINC
DIODIDE VAPOR WITH NEON AND XENON MIXTURES

NEW AND VERSATILE MINATURE MICROWAVE PLASMA SOURCE

HYDROPHILICITY OF PLASMA-TREATED POLYMERS AS A RESULT OF
SURFACE CHARGING

INCREASING THE EFFICIENCY OF PLASMA JET TREATMENT BY THE
PRECURSOR ADDITION
UPLASMAPRINT: DIGITAL ON-DEMAND SURFACE ENGINEERING

MANIPULATION OF POWDERY MATERIALS BY A SEQUENTIALLY PULSED
COPLANAR BARRIER DISCHARGE

GASEOUS AND AQUEOUS REACTIVE OXYGEN AND NITROGEN SPECIES
OF AIR PLASMAS WITH WATER

POSTER PRESENTATIONS

DC VACUUM BREAKDOWN AT MICRO-METER SEPARATIONS
DISCHARGE FORMATION INSIDE THE HONEYCOMB STRUCTURES
ASSISTED BY SURFACE BARRIER DISCHARGE

HEAVY-PARTICLE INDUCED SURFACE PROCESSES IN CAPACITIVE RADIO
FREQUENCY DISCHARGES DRIVEN BY TAILORED VOLTAGE WAVEFORMS

93

100

104

110
114

118

122

126

131

135

139

145
147

152

155

156

165

169

174

177
181

186

191
192

196

200



P-04
P-05
P-06
P-07
P-08
P-09
P-10

P-11
P-12
P-13

P-14

P-15

P-16

P-17

P-18

P-19

P-20

P-21

P-22

P-23

P-24

P-25

P-26

P-27

P-28

P-29

P-30

Jan Durian
Tom Field
Milan Simek

Jan Blasko

Beata
Feilhauerova

Michal Lacko
Dusan Mészaros

Juraj Orszagh
Peter Papp
Barbora Stachovd

Veronika
Medvecka

Barbora Pijakova

Lubomir Stano

Vlasta Stépanova
Julidna Tomekova
Zlata Tucekova
Anna Zahoranova
Martina ll¢ikova

Jana Hrda

Bartosz
Michalczuk

Matus Samel
Maria Pintea

Jun Choi

Faro
Hechenberger

Vladimir Held
Petr Hoffer

Benedek Horvath

ACCELERATING MONTE CARLO PARTICLE-IN-CELL (MCC-PIC)
SIMULATIONS OF DISCHARGES

PLASMA FORMATION IN CONDUCTING LIQUIDS: TIME TO BREAKDOWN
NANOSECOND DISCHARGE IN LIQUID WATER AT IPP: OVERVIEW OF
RECENT RESULTS

ELECTRON INDUCED FRAGMENTATION OF 2,6 - DICHLOROANISOLE
DISSOCIATION OF DIMETHYL PHTHALATE MOLECULE INDUCED BY LOW-
ENERGY ELECTRON IMPACT

INFLUENCE OF ELECTRIC FIELD ON ION CHEMISTRY OF GLYOXAL

LOW ENERGY ELECTRON ATTACHMENT TO
OCTAFLUOROCYCLOBUTANE MOLECULES AND CLUSTERS

EXCITATION OF WATER INDUCED BY ELECTRON IMPACT

THE PROTON AFFINITIES OF DIMETHYL PHTALATE ISOMERS

ELECTRON IMPACT EXCITATION OF HELIUM

LOW-TEMPRATURE PLASMA TREATMENT OF SELECTED CEREALS
BIOLOGICAL ACTIVITY OF PLASMA MODIFIED PROTECTIVE LAYERS ON
FACADE USING RF SLIT NOZZLE

SURFACE MODIFICATION OF POLYPROPYLENE MEMBRANES BY
PLASMA-INDUCED GRAFTING FOR THEIR APPLICATION AS SEPARATORS
IN ALKALINE ELECTROLYSIS CELL

ROLL-TO-ROLL ATMOSPHERIC PRESSURE PLASMA TREATMENT OF
POLYAMIDE FOILS

LOW TEMPERATURE AIR PLASMA AND ITS EFFECT ON GERMINATION
OF SOYA BEANS

STRUCTURING OF POLYMETHYLMETHACRYLATE SUBSTRATES BY
REDUCING PLASMA

EFFECT OF COLD ATMOSPHERIC PRESSURE PLASMA TREATMENT ON
SEED GERMINATION AND THE POTENTIAL GENOTOXIC IMPACT
AGEING EFFECT OF PLASMA TREATED Al,05 AND ZrO, CERAMIC
POWDERS WITH RESPECT TO ELECTROPHORETIC DEPOSITION
DETECTION OF PHTHALATES BY ATMOSPHERIC PRESSURE CHEMICAL
IONISATION ION MOBILITY SPECTROMETRY

ION MOBILITY SPECTROMETRY FOR RAPID QUANTATIVE ANALYSIS OF
WHISKY LACTONE IN OAK WOOD

IONIZATION AT ATMOSPHERIC PRESSURE USING KEV ELECTRON
SOURCE

VELOCITY MAP IMAGING TECHNIQUE AND THE DISSOCIATION
PROCESSES IN W(CO)s AND Fe(CO)s NEGATIVE IONS

STUDY ON ATMOSPHERIC MICROPLASMA WITH TRANSMISSION LINE
RESONATORS DRIVEN BY MICROWAVE

NOZZLE-TYPE PLASMA ION SOURCE WITH HIGH ION FLUX FOR ION
SURFACE INVESTIGATIONS

COMBUSTION EXHAUST CLEANING USING TRANSITION ELECTRIC
DISCHARGE

INTERFEROMETRIC ANALYSIS OF PRESSURE FIELDS AROUND
NANOSECOND DISCHARGES IN WATER

ELECTRON-INDUCED SECONDARY ELECTRONS IN LOW-PRESSURE
CAPACITIVELY COUPLED RADIO-FREQUENCY PLASMAS

205

211
23

212
217

221
226

230
234
238
244

249

254

259

264

269

273

278

282

287

290

292

293

295

298

302

306



P-31

P-32

P-33

P-34

P-35

P-36

P-37

P-38

P-39

P-40

P-41

P-42

P-43

P-44

P-45

P-46

P-47

P-48

P-49

David Olivenza
Leon

Vaclav Prukner
Nail Asfandiarov
Peter Cermak
Kalev Erme

Mostafa Hassan

Frantisek Kréma

Frantisek Krécma

Felix Duensing

Gervais Blondel
Ngiffo Yemeli

Michal Hlina

Zdenka Kolska

Pavel KFiz

Katarina Kucerova

Alicia Marin Roldan

Robin Menthéour

Joanna Pawtat

Véaclav Svoréik

Barbora Tarabova

PROTON TRANSFER REACTION — MASS SPECTROMETRY AND ITS
APPLICATIONS TO HOMELAND SECURITY: DETECTION OF COCAINE AND
ITS METABOLITES

SURFACE DBD BASED JET SYSTEM FOR IN-LINE PROCESSING OF SOLID
AND LIQUID PARTICLES

DISSOCIATIVE ELECTRON ATTACHMENT TO 4-BROMOBIPHENYL
MOLECULE

STABILITY OF DISCHARGES THERMOMETRY BASED ON THE EMISSION
OF 2PS, NOy, AND HIR SYSTEMS

THE EFFECT OF CATALYST ON OZONE AND NITROUS OXIDE
PRODUCTION IN DIELECTRIC BARRIER DISCHARGE

INVESTIGATION OF THE ELECTROSPRAYED WATER MICRODROPLETS
USING OPTICAL IMAGING METHODS

INFLUENCE OF SOLUTION PROPERTIES AND GAS ADDITION ON
HYDROGEN PEROXIDE PRODUCTION BY A NOVEL PLASMA SOURCE
GENERATING DC NONPULSING DISCHARGE IN LIQUIDS

THE ROLE OF OXYGEN AND CARBON DIOXIDE ON DISCHARGE INITIATED
CHEMISTRY IN TITAN RELATED ATMOSPHERE AT RELEVANT
TEMPERATURES

INVESTIGATE SURFACE STRUCTURE OF MOLYBDENUM SPUTTERING
TARGETS BY LOW ENERGY ION-SURFACE COLLISIONS

PLASMA ACTIVATED WATER GENERATED BY TRANSIENT SPARK AIR
DISCHARGE: CHEMICAL PROPERTIES AND APPLICATION IN SEED
GERMINATION AND PLANT GROWTH

TETRAFLUOROMETHANE (CF;) DECOMPOSITION USING ARGON/WATER
PLASMA TORCH

SURFACE MODIFICATIONS OF POLYMER FOR VARIABLE APPLICATIONS
THE EFFECT OF LOW-TEMPERATURE PLASMA TREATMENT OF SEEDS OF
SELECTED CROPS ON GERMINATION AND ITS BIOLOGICAL ACTIVITY IN
EARLY GROWTH

EFFECT OF PLASMA ACTIVATED WATER ON LETTUCE

DIAGNOSTICS OF THIN LAYERS ON Si SUBSTRATE BY CF-LIBS USING VUV
AND UV-NIR SPECTRAL RANGES

ANTIBACTERIAL EFFECTS OF PLASMA ACTIVATED WATER COUPLED
WITH ELECTROPORATION

NON THERMAL PLASMA APPLICATION IN ANTIMICROBIAL
CONDITIONING OF MUNICIPAL WASTES

ANTIBACTERIAL PROPERTIES OF SILVER COATED REGENERATED
CELLULOSE

NON-THERMAL PASTEURIZATION OF FRESH APPLE JUICE BY COLD AIR
PLASMAS

311

316

318

323

325

330

335

338

343

345

350

354

357

363

368

371

376

380

382



NON-EQUILIBRIUM TRANSPORT OF ELECTRONS IN
GASES AND LIQUIDS AND ITS APPLICATIONS IN
MODELING OF PARTICLE DETECTORS

S. Dujko?, D. Bosnjakovié¢?, I. Simonovié!, Z.Lj. Petrovié'? and R.D. White®

YInstitute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia
*Serbian Academy of Sciences and Arts, Knez Mihailova 35, 11001 Belgrade, Serbia
®College of Science and Engineering, James Cook University, 4811 Towsville, Australia
E-mail: sasa.dujko@ipb.ac.rs

In this work we explore the connections between transport theory of charged particle swarms and
modelling of particle detectors used in high-energy physics. In particular, we discuss the physics
of resistive plate chambers (RPCs), including the electron transport and propagation of streamers
in the gas filled gaps and signal induction in the electrodes. Electron transport coefficients are
calculated in a variety of RPC gas mixtures as a function of the reduced electric field, using a
Boltzmann equation analysis and Monte Carlo simulations. A 1.5D fluid model with
photoionization is developed to investigate how the nature of transport data affects the calculated
signals in various RPCs used in high-energy physics experiments at CERN. Electron transport and
propagation of streamers are also considered in liquid rare gases. Solutions of Boltzmann’s
equation and Monte Carlo method for electrons in dilute neutral gases, are extended and
generalized to consider the transport processes of electrons in liquid non-polar gases by accounting
for the coherent and other liquid scattering effects.

1. Introduction

Studies of charged particle transport processes in gases and liquids in combined electric and magnetic
fields are of vital interest in the modelling of non-equilibrium plasmas [1], particle detectors in high-
energy physics [2], and numerous other applications. Further optimization and understanding of such
applications is dependent on an accurate knowledge of the cross sections for charged particle
scattering, transport coefficients and the physical processes involved. In particular, the advanced
technology associated with detection of high-energy particles using various types of gaseous and
liquid detectors demands the most accurate modelling of charged particle transport. Over the last two
decades, there has been a lot of progress in the understanding of charged particle transport in
combined electric and magnetic fields [3,4], but this has not always been taken advantage of by
physicists working in high-energy physics.

One of the main goals of the present work is to discuss how to bridge the gap between the modelling
of particle detectors in high-energy physics and the swarm-plasma nexus that has been thoroughly
investigated in our recent reviews [3-5]. We discuss how to adopt the well know techniques in plasma
physics, including the numerical solution of Boltzmann’s equation [4,5], Monte Carlo simulation
technique [6,7] and fluid equation based models [4,8,9], to model the particle detectors in high-energy
physics. Indeed, there is a considerable overlap between the two fields and in this work we present the
methodology, quantitative and qualitative procedures for modelling of gaseous and liquid detectors of
high-energy particles.

2. Modeling of resistive plate chambers
In the first part of this work we discuss the transport of electrons in gases, propagation of streamers
and signal induction in resistive plate chambers (RPCs). RPCs are gaseous detectors often used for
timing and triggering purposes in many high-energy physics experiments [10-12]. RPCs consist of a
single or multiple gas filled gaps between the electrodes of high volume resistivity, such as glass or
bakelite, which are used for the suppression of destructive higher current discharges. Despite the
simple construction, modeling of RPCs is not a simple task due to many physical processes occurring
on different time scales, including primary ionization, charge transport and multiplication, electrode
relaxation and signal formation. After passing through the detector, a high energy charged particle
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(muon, charged pion and/or kaon, etc.) makes clusters of electrons in the gas, which are drifting
towards the anode and multiplied in the process of ionization. Electrons move in a homogeneous
electric field which is provided by the high voltage that is applied to the parallel plate electrodes.
Depending on the applied electric field strength, geometry and gas mixture, RPCs can be operated in
an avalanche or streamer mode. Typical gas mixtures used in RPCs are composed of tetrafluoroethane
(C2H2F4), iso-butane (iso-C4H1o) and sulfur hexafluoride (SFs). Each of these gas components has a
specific purpose: CoH2F4 is a weak electronegative gas with a high primary ionization efficiency while
iso-CsH1o is a UV-quencher gas. SFs, on the other hand, is a strongly electronegative gas, often used in
avalanche mode to suppress and control the development of streamers.

The first building block in the modeling of RPCs is the analysis of cross sections for electron
scattering in CzHaF4, iso-C4H1o and SF. In this work, we propose a complete and consistent set of
cross sections for electron scattering in CoHzF4 [13], while for iso-CsH1o and SFs we use the sets of
cross sections found in the literature [14,15]. The set of cross sections for C.H,F4 is validated through
a series of comparisons between swarm data calculated using a multi term theory for solving the
Boltzmann equation and Monte Carlo simulations, and the measurements under the pulsed Townsend
conditions. Other sets of cross sections for electron scattering in CoH2F, were also used as input in our
numerical codes with the aim of testing their completeness, consistency and accuracy. The calculated
swarm parameters are compared with measurements in order to assess the quality of the cross sections
in providing data for modeling.
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Figure 1. Bulk and flux drift velocities as a function of E/N for gas mixtures used in ATLAS
triggering RPC, ALICE timing RPC and timing RPC [17].

In addition to pure gases, we investigate electron transport in various CoHzF./iso-CsH10/SFs mixtures
used in RPCs in the ALICE, CMS and ATLAS experiment using a multi term theory for solving the
Boltzmann equation and Monte Carlo simulation technique [16]. The duality of transport coefficients,
e.g., the existence of two different families of transport coefficients, the bulk and the flux, in the
presence of non-conservative collisions, is investigated. A multitude of interesting and atypical kinetic
phenomena, induced by the explicit effects of non-conservative collisions, is observed. Perhaps the
most striking phenomenon is the occurrence of negative differential conductivity (NDC) in the bulk
drift velocity with no indication of any NDC for the flux component in the ALICE timing RPC system.
Figure 1 displays the variation of the bulk and flux drift velocities with the reduced electric field for
ATLAS triggering RPC (94.7% CoHoF4+5% is0-C4sH10t0.3% SFe), ALICE timing RPC (90%
CoHoF4+5% is0-CsH10+5%SFs) and timing RPC (85% CoH:F4+5% iso-CsH10+10%SFg) [17]. We
systematically study the origin and mechanisms for such phenomena as well as the possible physical
implications which arise from their explicit inclusion into models of RPCs.
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The Boltzmann equation analysis and Monte Carlo simulations are performed assuming the
hydrodynamic conditions and motion of electrons in an infinite gas. The more realistic RPC
simulations with implementing gas gap boundaries and primary ionization models have been
performed using a Monte Carlo simulation technique with the aim of obtaining the performance
characteristics of a timing RPC [18,19]. Timing resolutions and efficiencies are calculated for a
specific timing RPC with a 0.3mm gas gap and gas mixture of 85% C,H,F4 + 5% iso-CsH1o + 10% SFe.

In this work we also present our 1.5D fluid model with photoionization to investigate the transition
from an electron avalanche into a streamer, propagation of streamers and signal induction in the
system of electrodes [20]. In particular, we investigate how the duality of transport coefficients affects
the calculated signals of the ATLAS triggering RPC and ALICE timing RPC used at CERN, and also
a timing RPC [17] with high SFs content. Calculations are performed using the classical fluid model in
which both the bulk and flux transport data are used as an input. In addition, we present a new
approach in fluid modelling of RPCs based on the equation of continuity and density gradient
expansion of the source term. The model requires knowledge of the coefficients in the density gradient
expansion of the source term as a function of the reduced electric field. We apply the Monte Carlo
method for the determination of these coefficients using the cross sections for electron scattering as a
set of input data.
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Figure 2. Electron number density and electric field along the gas gap of ALICE timing RPC at t =
0.45 ns during avalanche development (left panel), and t = 0.92 ns during positive streamer formation
(right panel). The external electric field is set to 10.4 MV/m and pressure is 1 atm. Calculations are
made using a corrected fluid model and classical fluid model with flux and bulk transport data as an
input [20].

As an illustrative example of our fluid simulations of RPCs, in figure 2 we show the development of
an electron avalanche and its transition into a positive streamer. On the left panel we show the electron
number density and electric field at time instant t = 0.45 ns during avalanche development in ALICE
timing RPC. We observe that there are no space charge effects and the profiles obtained using
corrected model match very well with those obtained using classical model with bulk data. Comparing
avalanches with bulk and flux data, we see that the avalanche with the flux data is slower. This might
be expected, since the bulk drift velocity is greater than the flux drift velocity for a given electric field.
During the avalanche phase, the induced current grows exponentially with time. However, the
exponential rise gradually stops due to both space charge effects and electron absorption at the anode.
At about t = 0.92 ns, the positive streamers starts to develop (see the right panel in figure 2) and the
current rises again while the streamer progress towards the cathode. Since the positive streamer move
against the electron drift direction, it requires a source of electrons ahead of the streamer to support the
ionization process. This is the reason why photoionization should be included in the modelling. The
positive streamer stops at about 1 ns and starts to diminish while the induced current slowly drops to
zero. The differences between the profiles shown in the streamer stage are clearly evident. These
differences follow from the differences between the bulk and flux drift velocities as well as due to
representation of the source term employed in these models.
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3. Electron transport and negative streamers in liquid rare gases
In the second part of this work we investigate electron transport, transition from an electron avalanche
into a negative streamer, and propagation of negative streamers in liquid rare gases. Liquid rare gases,
particularly liquid argon and liquid xenon, are very good detecting media, due to their unique physical
properties [21]. The high density and high atomic numbers make them very efficient in stopping
penetration radiation, while a significant abundance of many isotopes with different values of nuclear
spin enables the study of both spin dependent and spin independent interactions.

In this work we extend and generalize the Monte Carlo method, initially developed for dilute neutral
gases, to consider the transport processes of electrons in liquids by accounting for the coherent and
other liquid scattering effects [22]. The extended code is tested through a series of benchmark
calculations for the Percus-Yevick model. Values and general trends of the mean energy, drift velocity,
diffusion tensor and ionization coefficient are calculated for liquid rare gases and compared to the
available measurements. The comparison is also made between the liquid and gas phase results.
Calculated transport coefficients are then used as an input in fluid simulations of negative streamers,
which are realized in both 1D and 1.5D setups. In particular, we investigate how various scenarios of
representing the inelastic energy losses in liquid rare gases affect both electron transport and
propagation of streamers. We consider three different cases where: (1) the energy losses to electronic
excitations are neglected, (2) certain particular excitations are taken into account, and finally (3) all
electronic excitations are included. These individual cases are discussed in light of the available
spectroscopy and photoconductivity experiments in liquid rare gases [22].
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Figure 3. Comparison of the measured drift velocities in liquid xenon (Miler et al. (1968) [23] and
Huang and Freeman (1978) [24] with our theoretical calculations. The theoretically calculated drift
velocities in liquid xenon, include the Boltzmann equation results of Boyle et al. (2016) [25] and the
present calculations obtained in Monte Carlo simulations. The bulk drift velocity of electrons in
gaseous xenon is also shown in this figure for comparison [22].

In figure 3 we show the variation of the bulk drift velocity with E/N for electrons in liquid xenon. Our
Monte Carlo calculations over a wide range of E/N are compared with those obtained from the
numerical solution of Boltzmann’s equation for the lower values of E/N, as well as with the available
measurements. The Boltzmann equation results for gaseous xenon are also included in figure 3. We
consider the following two cases for representing the inelastic energy losses: (1) no electronic
excitations, and (2) all electronic excitations are included. The cross sections detailed in [22,25] are
used in the present study. We observe that for the lower values of E/N (lower than approximately 1
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Td), the drift velocity in the liquid phase significantly exceeds the drift velocity in the gas phase. This
is a clear sign of the significant reduction of the rate of momentum transfer of the lower energy
electrons occurring in liquids. This reduction follows from the modification of the scattering potential
and the coherent scattering effects. As a consequence, the electric field accelerates electrons more
efficiently in liquid xenon than in the gas phase. For the higher values of electric fields, however, this
effect is reduced, as the scattering of a high energy electron on a xenon atom is significantly less
perturbed by the surrounding liquid. Thus, we see that the drift velocity decreases between
approximately 0.02 and 2 Td. The reduction of the drift velocity with increasing E/N is the well
known phenomenon of negative differential conductivity (NDC). In the gas phase, NDC is caused by
inelastic and/or non-conservative collisions, but in liquid xenon this is structure induced phenomenon.
We observe that our values of the drift velocity are close to those predicted in the experiments of Miler
et al. [23] and Huang and Freeman [24]. However, as we can see NDC is not observed in the
experiments.
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Figure 4. The formation and propagation of negative streamers in liquid xenon for E/N=100 Td, The
presented results are determined by assuming the following two cases for representing the inelastic
energy losses: (1) no electronic excitations (Case 1), and (2) all electronic excitations are included
(Case 2). Streamers propagate from the right to the left.

In figure 4 we show the formation and propagation of a negative streamer in liquid xenon. In the same
figure we include the simulation in which the transport data for electrons in the gas phase are scaled to
liquid density (Rescaled gas). The initial condition for both electrons and positive ions is a Gaussian,
which is positioned near the cathode [22]. In liquid xenon, positive charge carriers are holes, with a
mobility that is several orders of magnitude less than the electron mobility. Thus, the positive holes are
assumed to be stationary, on the time scales relevant for this study.

Comparing streamers in gases and liquids, we observe that the transition from an electron avalanche
and formation of a negative streamer occur much faster in liquid xenon. We also observe that the
formation and propagation of a streamer are reduced by including the inelastic energy losses in the
model (Case 2). The number density of electrons in both the streamer head and the streamer interior is
also reduced. Other streamer features in liquid xenon are similar as those in the gas phase. We see that
the electron number density has a sharp peak in the streamer head where the electric field is
significantly enhanced by the space charge effects. In the streamer interior, however, the number
density of electrons is reduced. The reason is twofold: (1) As electric field decreases, the contribution
of ionization is less pronounced, and (2) the recombination of electrons and positive holes is enhanced.
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ABSTRACT

We discuss how models based on fluid equa-
tions can be applied to investigate the underly-
ing physics of Resistive Plate Chambers (RPCs)
— particle detectors used for timing and trigger-
ing purposes in many high energy physics experi-
ments. In addition to the classical first-order fluid
model, we present a new model based on den-
sity gradient expansion. Both models are numer-
ically implemented in a 1.5-dimensional scenario
and are utilized for studying of streamer and sig-
nal development in two RPC configurations used
at CERN.

1. INTRODUCTION

Owing to their good efficiency, excellent timing
resolution and low cost, Resistive Plate Chambers
(RPCs) became widely used particle detectors for
large area timing and triggering purposes in high
energy physics experiments [1, 2]. They consist
of one or many gas gaps sandwiched between the
electrodes of high volume resistivity such as glass
or bakelite. RPCs also found their way into other
areas such medical imaging, cosmic ray physics
and geophysics [3].

Many approaches were used in simulation and
modeling of RPCs. Stochastic methods, e.g. mi-
croscopic Monte Carlo simulation [4], are useful
for calculating the RPC performance characteris-
tics such as timing resolution and efficiency. How-
ever, these models are often computationally de-
manding and cannot include all relevant physical
processes. On the other hand, numerical models
based on fluid equations [5, 6] can only provide
the mean values of RPC signals but they are fre-
quently used for studying various physical phe-
nomena in RPC operation, in a computationally
efficient manner. However, these were based on

classical fluid model where the diffusion flux was
often neglected and the duality of transport data
used as input was systematically ignored. Namely,
in particle detector community, there seems to be
a lack of awareness of the two types of transport
data named ‘flux’ and ‘bulk’ [7]. The two may dif-
fer considerably when non-conservative collisions
such as attachment and ionization are present [8].

In this work, we employ fluid models to investi-
gate streamer and signal development in two RPC
configurations used in ALICE and ATLAS exper-
iments at CERN. Particular emphasis is placed on
sensitivity of the simulated signals with respect to
the duality of transport data used as input. In addi-
tion, we present a new approach in fluid modeling
of RPCs which is based on density gradient expan-
sion.

2. THEORETICAL METHODS

In order to investigate the development of stream-
ers and signals in RPCs, we use a 1.5-dimensional
classical fluid model based on balance equations
for the number densities of electrons and ions with
the local field approximation [5]. For comparison,
the classical model is used with either flux or bulk
transport data as input. In addition, we have de-
veloped a new ‘corrected’ fluid model based on
hydrodynamic approximation which assumes that
the electron distribution function can be expanded
in terms of gradients of the electron number den-
sity [9]. This assumption is strictly valid for weak
gradients in absence of sources or sinks of elec-
trons. Under these conditions, the continuity equa-
tion for electrons in one-dimensional scenario can
be written as

One 0

One
= — E)ne+ D
ot Ox <WFSgn( Jne+ Drr 8x> (1)




WSI1-5

where the electric field E is oriented along the x-
axis while Wy, Dy, ¢ and Sy, denote flux drift ve-
locity, flux longitudinal diffusion and source term
due to photoionization, respectively. The drift ve-
locity Wy is defined as positive and sgn(E) is the
sign (signum) function. Using hydrodynamic ap-
proximation, the source terms due to ionization
(.Sy) and attachment (S,) are also expanded as

Sm = SV, + SWPsgn(E) One
ox >
(2) 62ne . @
+ 51 m 52 (m=1i,a).

The ions can be considered as immobile on the
timescale of fast electron signal. Therefore, the
balance equations for number densities of positive
(np) and negative ions (n,,) are written as

Oy Onn
ot ot

We assume that the charge is contained inside a
cylinder, with radius Ry along the z axis, and dis-
tributed uniformly in the radial direction. For this
case, the expression for electric field along the =
axis is given in [5, 10]. Source term due to pho-
toionization is calculated as in [5, 11] and assumes
that the photon production rate is proportional to
the ionization rate.

=S5+ Spn  and

=5. 3

Equations (1) and (3) are solved numerically im-
posing homogeneous Dirichlet boundary condi-
tions at the gas gap boundaries. The numeri-
cal scheme uses second-order central finite differ-
ences for discretization of spatial derivatives and
classical fourth-order Runge—Kutta 4 scheme for
integration in time. Finally, the induced current is
calculated using Ramo’s theorem [5, 12]

E d
i(t) =egmR3 V—W / ne(x,t)
w JO

We(|E(x,1)]) sgn(E(z, t)) dz

C))

where E\, /V;, is the weighting field and d is the
gas gap length.

3. RESULTS AND DISCUSSION

Both ‘corrected’ fluid model described in previous
section and classical model (with either bulk or
flux transport data) are used to study the streamer
development and signal formation in ATLAS trig-
gering RPC [1] and ALICE timing RPC [2].
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Flg 1: Electron number density and electric field along the gas
gap of ALICE timing RPC at t = 0.45 ns during avalanche develop-
ment (top), t = 0.92 ns during positive streamer formation (middle)
and t = 1.07 ns during positive streamer propagation (bottom). The
external electric field is set to 10.4 MV/m. Calculations are made
using corrected fluid model and classical fluid model with flux and
bulk transport data as input.

For example, ALICE timing RPC uses five
0.25 mm gas gaps with a gas mixture of 90%
CoHsoFy4 + 5% iso-C4H1g + 5% SFg. The trans-
port data and source term expansion coefficients
are calculated by our Monte Carlo code [13] us-
ing the cross section set for electron scattering in
CoHsFy developed by our group [14], cross sec-
tions for iso-C4H;1g taken from MAGBOLTZ 7.1
code (developed by S. Biagi [15]), and cross sec-
tions for SFg taken from Itoh et al. [16].
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Flg 3: Percentage difference between the induced charges cal-
culated using classical fluid model with either flux (Qgux) or bulk
(Qpuik) transport data, and corrected fluid model (Qcorr). Results
are obtained over a range of applied electric fields for ATLAS trig-
gering RPC (top) and ALICE timing RPC (bottom).

We assume that the initial electron distribution at
t = 0 is a Gaussian representing 6 primary elec-
trons. Fig. 1 (top) shows the electron number den-
sity and electric field at time instant ¢ = 0.45 ns
during avalanche development in ALICE timing
RPC. At this moment, there are no space charge
effects and the profiles obtained using corrected
model match with those obtained using classical
model with bulk data. During the avalanche phase,
the induced current grows exponentially with time
(Fig. 2). Afterwards, the exponential rise grad-
ually stops due to both space charge effects and
electron absorption at the anode. At about 0.92 ns,
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the positive streamer starts to develop (Fig. 1, mid-
dle) and the current rises again while the streamer
progresses towards the cathode (Fig. 2). The pos-
itive streamer stops at about 1 ns (Fig. 1, bottom)
and starts to diminish while the induced current
slowly drops to zero (Fig. 2). In the streamer stage,
there is an obvious difference between the profiles
and induced currents for the three modeling sce-
narios. The difference is even more pronounced if
we consider the induced charge over a range of ap-
plied electric field strengths (Fig. 3). The induced
charge is defined as an integral of the induced cur-
rent. The difference between the induced charge
calculated using classical model with flux data and
the one calculated using corrected model reaches
a maximum of 70% for ATLAS RPC (Fig. 3, top)
and about 300% for ALICE timing RPC (Fig. 3,
bottom). These discrepancies arise mainly due to
different drift velocities and representation of the
source term employed in fluid models.
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Abstract—The Monte Carlo method, initially developed for
charged particle swarms in neutral dilute gases, is extended
and generalized to investigate the transport processes of
electrons in liquid-phase noble gases by accounting for the
coherent and other liquid scattering effects. Electron transport
coefficients, including the electron mobility, diffusion
coefficients and ionization coefficient, are calculated as a
function of the reduced electric field in liquid-phase xenon.
Calculated transport coefficients are then used as an input in
the classical fluid model to investigate the dynamics of negative
streamers. Using the language of the contemporary kinetic
theory of plasma discharges, in the present work among many
important points, we investigate how various representations
of inelastic energy losses in inelastic scattering events affect the
electron transport and the macroscopic streamer properties.

Keywords—Monte Carlo, liquid noble gases,
coefficients, streamers, fluid models

transport

1. INTRODUCTION

Understanding of the behavior of free electrons under the
influence of electric field in liquids is of interest in both
fundamental physics and in numerous technological
applications. Those applications include the interdisciplinary
field of plasma medicine [1], liquid dielectrics [2], plasma-
water purification [3] and liquid particle detectors [4]. In
particular, liquid-phase noble gases are used in the
technology of the time-projection chambers, which are
designed for detection of cosmic radiation and neutrinos [4],
as well as in the search for dark matter particles [4]. Further
optimization of such applications requires an accurate
understanding of electron transport coefficients, streamer
properties and the physical processes involved.

In our previous studies, we investigated the elastic
scattering of electrons from liquid-phase argon [5] and
liquid-phase xenon [6]. Electron transport coefficients were
calculated in the sub-excitation energy region, e.g., for those
values of the reduced electric fields, E/ng, (where E is the
electric field strength and no is the neutral atom density) for
which the mean energies are well below the first inelastic
threshold. More recently, we have investigated the way in
which electron transport coefficients are influenced by
various representations of the inelastic energy losses in
liquid-phase xenon with the special emphasis on the explicit
effects of ionization (or interband transition having in mind
that the electrons are quasi-free particles in liquid xenon) [7].

This work was supported by the Grants No. OI171037 and 11141011
from the MPNTRRS and also by the project 155 of the Serbian Academy of
Sciences and Arts. RW acknowledges the support from the Australian
Research Council.
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We have also discussed the fluid modeling methods with the
aim of understanding electron transport and streamer
propagation across the gas-liquid interfacial regions [8]. In
this paper, as a part of our ongoing investigations of electron
transport in liquid-phase noble gases in an electric field, we
study the transition from an electron avalanche into a
negative streamer ionization front and its propagation in
liquid xenon. Calculations are performed using a fluid
model in local field approximation. Using the electron
scattering cross sections for both gas and liquid xenon,
transport coefficients of electrons are calculated in Monte
Carlo simulations to serve as input data for a fluid model
used in this study.

We begin this study by briefly reviewing the basic
elements of the fluid theory used to simulate negative
streamers in liquid xenon in section 2. In section 3.A, we
present the electron transport coefficients as a function of the
reduced electric field. In the same section, we briefly discuss
the cross sections for electron scattering in liquid xenon and
the basic elements of the Monte Carlo method used for
calculating electron transport coefficients. The development
of negative streamers without formation of expanding
gaseous filaments is discussed in section 3.B. In section 4 we
present our conclusions and recommendations for future
work.

II. THEORETICAL METHOD

Simulations of negative streamers in liquid xenon are
performed by using the classical fluid model. In this model
the electron flux is obtained by assuming a steady-state of
the momentum balance equation, and that the electron
energy of the field-directed motion is much greater than the
thermal contribution [9]. The generalized one-dimensional
continuity equation for the electron number density is

ong(x,t) 0 on.(x,t)
T = a (DL T + ,uene(x, t)Esgn(E)

+ (vi = Bny(x, t)n,(x, t)) ,

where n,(x,t) and n,(x,t) are the number densities of
electrons and positive holes, respectively, which are
functions of the coordinate x and time . In this equation D,
and u, are the longitudinal diffusion coefficient and the
electron mobility, respectively, E is the electric field,

)



oriented along the x-axis, while v; and f are the ionization
rate and the recombination coefficient, respectively.

In addition to the electron continuity equation (1), the
time evolution of the number density of positive holes is
described by the number balance equation

2D = (v = By, ) e, ) @)
where transport of positive holes has been neglected over
the transient time scales considered in this study, owing to
the significantly reduced mobility and diffusion of positive
holes in liquid xenon [10].

The model is realized in a 1.5 dimensional (1.5D) setup.
Thus, the total electric field in the system is evaluated as the
sum of the uniform external electric field and the electric
field due to space charge:

l ’
E(x,t) = E, +i;€rfo(sgn(x—x )—

x—x' )
’(x—x’)2+R§ 3)
(np —n.(x',t) ) dx',

where E| is the external electric field, e is the elementary
charge, €, and €, are the vacuum permittivity and the
relative permittivity, respectively, and / is the length of the
system. In this model, the space charge is contained inside
cylinder with radius R, and the charge density varies along
the axial direction only.

The recombination coefficient is given by the scaled
Debye formula

4mep,
B=<Bp=¢ , “

€o€r

where B, is the Debye recombination coefficient and ¢ is
the scaling factor which is taken to be 0.1 [11].

The above fluid equations are closed, assuming the local
field approximation. According to this approximation the
input terms, including u,, D, v; and § are assumed to be
functions of the local instantaneous electric field. In the
numerical implementation of our fluid model, the spatial
discretization is performed by using the second order central
finite difference, while the fourth order Runge—Kutta
method is used for the integration in time.

III. RESULTS AND DISCUSSION

A. Transport coefficients of electrons in liquid xenon

In case of electrons, the transport data needed for the
solution of fluid equations (1) and (2) are u,, Dy, and v;.
These electron transport data are calculated by using the
Monte Carlo method. The Monte Carlo method, initially
developed for charged particle swarms in neutral dilute gases
[12], has been recently extended and generalized by
including three effective scattering processes, which give a
good representation of the coherent scattering of low energy
electrons in non-polar liquids [7]. The validity of our Monte
Carlo method has been tested by calculating the transport
properties of electrons in the Percus Yevick model liquid. It
was found that our results are in an excellent agreement with
those calculated by Tattersall et al [13].

In order to account for excitations in liquid xenon, the set
of inelastic atomic excitation cross sections of the Hayashi
database was modified to form a set of excitation cross
sections for intermediate excitons in liquid state. For

example, the intermediate n =1 [F (%)] and n' =1 [F G)]

excitons have been observed at 8.2 eV and 945 eV,
respectively [14]. The former has parentage in the excited
atomic 6s'[3/2];state, while the latter has parentage in the
6s'[1/2], state. As these intermediate excitons have a
unique parentage, via the isolated atom’s excited states, we
thus approximate the cross sections for intermediate exciton
excitations by cross sections of the corresponding atomic
excitations. Likewise, the cross section for interband
transitions is approximated by the cross section of the
electron impact ionization, from the Hayashi’s cross section
set. However, the cross section is shifted by 2.1 eV, so that
the threshold of the ioization is 9.22 eV in liquid xenon. This

value corresponds to the F(S) band gap in liquid xenon,

which is the energy difference between the uppermost
valence and the bottom of the conduction band. For
simplicity, in the rest of this work the interband transition
and the inelastic collisions will be referred to as ionization
and excitations, respectively. For more details on the band
structure and cross sections for electron scattering in liquid
xenon, the reader is referred to [7].

In the present calculations, we cover a range of reduced
electric fields between 10 and 10° Td (1 Td = 10! Vm?).
The number density of xenon atoms is 1.4x10%® m, while
the temperature of the background liquid is 163 K. In our
simulations, we usually follow 10° electrons except in the
limit of the lowest values of E/no. Due to numerous elastic
collisions in which only a fraction of the initial electron
energy is transferred to a heavy xenon atom, the efficiency of
energy transfer is very low in the limit of the lowest E/no. As
a consequence, the relaxation of energy is very slow and
requires a large computation time. In order to optimize the
simulation speed, the simulations were usually begun with
10* electrons and after the relaxation to the steady state the
electron swarm scaled up to 10° electrons. The details of this
procedure are given elsewhere [7].

In Fig. 1 we show the dependence of the electron
mobility on E/ng. It should be noted that the density
normalized mobility nou and density normalized diffusion
coefficients noDr, and noDr shown in Fig. 2, are not
independent of the neutral atom density [15]. These transport
coefficients are given as a function of E/no, so that any linear
dependence on density (as occurs in the dilute-gas limit) has
been removed. Thus, we have a true comparison of the gas
and liquid phases.

Calculations are performed assuming the following two
scenarios: (i) no electronic excitations (case 1), and (i) all
electronic excitations from the gas-phase are included (case
2). Both the bulk and flux mobility components are shown.
The bulk transport coefficients, are associated with the
swarm’s centre of mass transport and spread about its centre
of mass. In Monte Carlo simulations, the bulk transport
coefficients may be determined from the rate of changes of
the appropriate averages of the positions of the electrons in
the configuration space. The flux transport coefficients
should be interpreted in terms of averages over the ensemble
in velocity space. For example, the flux mobility is
associated with the average velocity of the ensemble in the
swarm. In liquid and gas xenon, these two sets of transport
coefficients are equal in the absence of ionization.

For comparison, the theoretical [6,7] and experimental
values [16] of mobility are displayed at the same figure,
along with the mobility in gaseous xenon.
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The agreement between our Monte Carlo results and those
obtained from a multi term solution of the Boltzmann
equation is excellent.

For the lower values of E/ny we observe that the electron
mobility in the liquid phase exceeds the mobility in the gas
phase by more than two orders of magnitude. This is a clear
sign of the reduction of the rate of momentum transfer of the
lower energy electrons in liquid xenon. The lowering of the
rate of momentum transfer follows from the modification of
the scattering potential and the coherent scattering effects.
Due to these liquid scattering effects, the electric field
accelerates electrons more efficiently in liquid xenon than in
gaseous xenon, which in turn leads to a significant
enhancement of the electron mobility as compared to the gas
xenon.

In Fig. 2 we show the variation of the longitudinal and
the transverse diffusion coefficient as a function of E/no.
The agreement between our Monte Carlo results and those
evaluated from the solution of Boltzmann’s equation for the
lower values of E/ng is very good. For the higher values of
E/ny, we observe that the diffusion coefficients are reduced
with an increase of the number of excitations used in the
modeling. Due to the explicit effects of ionization, the bulk
values of both mDr and mnoDr are greater than the
corresponding flux values.

In Fig. 3 we show the variation of the ionization rate
coefficient with E/no. We observe that the ionization rate is
monotonically increasing function of E/ny for both the
liquid- and gas-phase xenon. We also observe that the
ionization rate is increased by reducing the number of
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Fig. 3. Variation of the ionization rate coefficient with £/n,. Calculations in
gaseous xenon are compared with those in liquid xenon.

excitations. Likewise, the ionization coefficient in liquid
xenon is significantly greater than the ionization coefficient
in gaseous xenon. This can be expected due to the reduction
of the threshold for ionization in the liquid phase. In
addition, electrons can lose a significant amount of energy in
a wide range of inelastic scattering processes at energies
lower than the threshold energy for ionization in gaseous
xenon. Likewise, there is a far lower number of inelastic
scattering processes with thresholds which are lower than
the threshold for ionization in the liquid phase compared to
the gas phase.

B. Negative streamer fronts in liquid xenon

In Fig. 4 we show the formation and propagation of a
negative streamer under the influence of the externally
applied electric field of 77 Td. The initial Gaussian is
positioned in the close vicinity of the cathode. The electric
field is oriented to the right, so the negative fronts propagate
to the left. The initial densities of electrons and positive
holes are equal reflecting the macroscopic neutrality of a
plasma. In addition, these densities are selected in such way
that the space charge effects are negligible. The values of /
and Ry are set to 5x10° m and 1x10- m, respectively. The
particular value of Ry is chosen as an educated guess taking
into account the width of the initial distribution and the
spreading due to transverse diffusion. The length of the
system / is determined by the requirement that the streamer
velocity relaxes to a stationary value. The simulation in the
gaseous xenon employs transport data for electrons for the
gas phase scaled to the liquid density. We employ the bulk
transport coefficients as an input in fluid simulations of
negative streamer fronts in both the liquid and gas phases.

In the absence of gas filaments and trapping of electrons
in the density fluctuations, the general features of the
streamer profiles in the liquid xenon are the same as those of
the streamers in gases [7]. We observe that the streamer
front caries an overshoot of electrons, generating a thin
space charge layer that screens the electric field in the
streamer interior behind the front. In this screened interior
region, the density of charge is not constant. The electron
number density and the positive hole density are further
reduced due to the recombination of electrons and positive
holes. A similar decrease in the electron number density in
the streamer interior and behind the front, is observed for
streamers in electronegative gases, where electron
attachment consumes the lower energy electrons. We
observe that the streamer formation as well as streamer
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Fig. 4. The formation and propagation of a negative streamer in liquid xenon for £/ny = 77 Td. Here n. refers to the electron number density while £/x, refers

to the reduced resultant electric field.

propagation are greatly influenced by the number of
excitations in the model. For example, the streamer velocity
and the electron number density in the streamer interior are
increased by reducing the number of excitationslt can also
be observed that the transition from an electron avalanche
into a streamer is much slower in the case of the rescaled
gas than in the liquid phase.

IV. CONCLUSION

Using a Monte Carlo simulation technique and 1.5
dimensional classical fluid model, we have investigated the
influence of inelastic energy losses on both the transport
properties of electrons and dynamics of negative streamers
in liquid xenon. The cross sections for inelastic scattering
and interband transitions of electrons in liquid xenon are
approximated by using the cross sections for electron
scattering on an isolated xenon atom. The ab initio cross
section for elastic scattering in liquid xenon is taken and
adopted in order to include the effects of coherent scattering
and atomic potential screening which are critical for low-
energy electron scattering. Calculations in the liquid phase
are augmented by those in the gas phase. It is found that,
above approximately 1 Td there is a significant difference
between the values of transport properties determined by
employing different representations of the inelastic energy
losses. The electron mobility and diffusion coefficients, as
well as the ionization rate coefficient are reduced with
increasing number of excitations in the model. Likewise, it
is found that the streamer properties, including the streamer
velocity, the ionization degree in the streamer interior and
the distribution of electric field strongly depend on the
number of excitations which are included in the model.

The present work will be extended in a near future by
investigating the propagation of positive and negative
streamers in a point-to-plane geometry. We will also
consider the influence of density fluctuations and gas
filaments, as well as trapping of electrons in these
structures, on both the electron transport and the streamer
dynamics.
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Abstract—A multi term theory for solving the Boltzmann
equation and a Monte Carlo simulation technique are used to
calculate electron transport coefficients in the mixtures of CFsI
and SF¢ as a function of the applied electric field. The
calculated transport coefficients are then used as an input in
the fluid equation based models to investigate the transition
from an electron avalanche into a streamer and streamer
propagation. Electron transport coefficients are also calculated
in radio-frequency electric and magnetic fields crossed at
arbitrary phases and angles. A multitude of kinetic phenomena
induced by the synergism of the magnetic field and electron
attachment is observed and discussed wusing physical
arguments.

Keywords—Boltzmann equation, Monte Carlo, transport
coefficients, streamers, electron attachment, ionization

1. INTRODUCTION

Studies of electron transport processes in strongly
attaching gases in electric and magnetic fields have many
important applications. These applications range from the
modelling of magnetically-assisted low-pressure collision
dominated plasma discharges to the modelling of gaseous
particle detectors in high-energy physics and to the
development of a new generation of gaseous dielectrics in
high-voltage technology. In the present work, we are
investigating the electron transport and the streamer
propagation in the mixtures of strongly attaching gases
trifluoroiodomethane (CF;I) and sulfur hexafluoride (SFe). In
high-voltage technology, strongly attaching gases and their
mixtures with other appropriate gases such as N, and/or CO»
are used with the aim of controlling and preventing the
electrical breakdown in electric power systems. The most
important gaseous dielectric in high voltage technology
nowadays is SFe. SFe is a strongly attaching gas, with a high
dielectric strength, and a breakdown voltage nearly three
times higher than that of air at atmospheric pressure.
However, in electrical discharges, SF¢ creates highly toxic
and corrosive compounds such as S;Fjp and SOF,. In
addition, SF¢has an extremely high global warming potential
(23900 times higher than that of CO») and an extremely long
atmospheric lifetime (3200 years) [1]. These facts have
moved physicists and engineers into finding possible
substitutes of SFs. One of the most promising candidates is
CFsl. CFil is also a strongly attaching gas, but with much
higher dielectric strength than SFe. The global warming
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potential of CFsl is much less than that of SFs (approximately
0.4 times that of CO»), and its lifetime in the atmosphere is
very short (1.8 days). Using these facts as motivational
factors, we have undertaken a program to understand
electron interactions with CFsl as well as the basic properties
of electron transport and streamer propagation in pure CFsl
and its mixtures with SFg.

In the present investigations, we have calculated electron
transport coefficients in various mixtures of CFsI and SFe
subjected to an external static electric field. Our results are
based on a numerical multi term solution of the Boltzmann
equation [2,3], which is solved for values of E/N ranging
from approximately 50 to 10 000 Td (1 Td = 10! Vm?). For
the lower values of E/N, due to poor convergence of
transport coefficients we have applied the Monte Carlo
method. The Monte Carlo code has been recently optimized
and specified to consider the transport processes of electrons
in strongly attaching gases [4]. The poor convergence of
transport coefficients is a consequence of predominant
removal of the lower energy electrons due to a strong
electron attachment, which in turn shifts the bulk of the
distribution function towards a higher energy. Under these
conditions, the moment method for solving the Boltzmann
equation used in the present work usually fails, as it requires
a prohibitive number of basis functions for resolving the
energy dependence of the distribution function.

Calculations have also been performed in the case of
alternating current (ac) electric and magnetic fields. We
investigate the way in which the transport coefficients and
other swarm properties are influenced by the field frequency,
electric and magnetic field strengths, and the phase
difference between the fields under conditions in which the
electron transport is greatly affected by electron attachment.
The time-dependent behavior of electron swarms in varying
configurations of electric and magnetic fields is particularly
important  for the  modeling of  magnetically
controlled/assisted radio-frequency plasma discharges [3]. In
addition, the time-dependent studies are useful for a future
development of sensors for detection of electromagnetic
waves induced in gas-insulated high-voltage switchgear
(GIS) by partial discharges.

Finally, the calculated transport coefficients in a direct
current (dc) electric field are used as an input in the fluid-
equation based models with the aim of investigating the
transition from an electron avalanche into a streamer and



streamer propagation. Among many important points, in the
present work we discuss how streamer properties, including
the electron density, electric field and streamer velocity are
affected by introducing CFsl into SFe.

II. THEORETICAL METHOD

The behavior of electron swarms in neutral gases under
the influence of electric and magnetic fields is described by
the phase-space distribution function f(r, ¢, t), representing
the solution of the Boltzmann equation

LieLilE@rexB)-L=—jrfy. O

where r, and ¢ denote the position and velocity coordinates
respectively, while e and m are the charge and the mass of
the swarm particle and ¢ is the time. The right-hand side
J(f.fo) denotes the linear electron-neutral molecule collision
operator, accounting for elastic, inelastic and non-
conservative collisions. The electric and magnetic fields are
assumed to be spatially-homogeneous and in the general
case time-dependent.

The methods and techniques for solving the Boltzmann
equation are by now standard and the reader is referred to
our previous works [3,4]. Nevertheless, we highlight some
important steps of our methodology for solving the
Boltzmann equation:

1) No assumptions on symmetries in velocity space are
made, and the directional dependence of f{r,c,t) in velocity
space is represented in terms of a spherical harmonic
expansion:

fr e t) =320 S f(r e, )Y M (@), @)

where Y,g](ﬁ) are spherical harmonics, and € represents the
angles of ¢. In contrast to the frequently used two-term
approximation which forms the basis of the classical theory
of electron transport in gases, our method is a truly multi-
term approach. The differences between the two-term
approximation and our multi-term approach for solving the
Boltzmann equation will be illustrated for electron transport
in CF3l in the next section.

2) Under hydrodynamic conditions (far away from the
boundaries, sources and sinks of electrons) a sufficient
representation of the space dependence is an expansion of
fire,f) in terms of the powers of the density gradient
operator:

faret) =3 fP>e) O (=DFn@r,t), ()

where f ) (c, t) are time-dependent tensors of rank & while
© denotes a k-fold scalar product.

3) The energy dependence of f{r,c.?) is represented by an
expansion about a variety of Maxwellians at an arbitrary
temperature in terms of Sonine polynomials.

The combination of spherical harmonics and Sonine
polynomials yields the well-known Burnett functions. Using
the appropriate orthogonality relations of the Burnett
functions, the Boltzmann equation is converted into a
hierarchy of doubly and infinite coupled inhomogeneous
matrix equations for the time-dependent moments. The
finite truncation of the Burnett functions, permits a solution
of this hierarchy by direct numerical inversion. These
equations are solved numerically and both families of

transport coefficients, the bulk and the flux, including other
transport properties, are expressed in terms of moments of
the distribution function [2,3].

In addition to Boltzmann's equation, in the present work
we apply a Monte Carlo simulation technique. Our standard
MC code has been recently extended to consider the
spatially inhomogeneous electron swarms in strongly
attaching gases by implementing the rescaling procedures
[4]. The so-called discrete and continuous rescaling
procedures are developed and benchmarked in the aim of
simulating electron transport under conditions of extensive
losses of seed electrons due to a strong electron attachment.
In this work, Monte Carlo method is employed as a tool to
confirm the numerical accuracy and integrity of a multi-term
theory for solving the Boltzmann equation. However,
whenever the convergence of transport coefficients was
poor in the Boltzmann equation analysis, then MC results
are in turn included in the plots.

Transition from an avalanche into a streamer, and
propagation of streamers have been considered by the fluid
equation based models. We employ the so-called classical
fluid model in which the equation of continuity is combined
with the drift-diffusion approximation. The resulting
equation is coupled with the Poisson equation for the space
charge electric field calculations. The resulting system of
partial differential equations is solved numerically assuming
the local field approximation [5,6].

I1I. RESULTS AND DISCUSSION

A. Cross sections and inputs

The development of the complete cross-section set of
electron scattering in CF3l has been detailed in recent studies
[4,7], and is based largely on the original set proposed by
Kimura and Nakamura [8]. The accuracy and the
completeness of the initial set developed by Kimura and
Nakamura was improved by applying the standard swarm
procedure using the measurements of transport coefficients
in the mixtures of CF3l with Ar and CO; under the pulsed-
Townsend (PT) conditions. Cross sections for electron
scattering in SFs are taken from Itoh et al. [9]. In the present
investigation, we consider the density-reduced electric field
range from 1 to 10* Td. The background gas mixture
temperature is fixed at 293 K. In the domain time-dependent
studies, we cover a range of magnetic field amplitudes
between 0 and 10* Hx (1 Hx = 107 Tm®).
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Fig. 1. Variation of the flux and bulk drift velocities with E/N for various
CF;I-SFs mixtures.



B. Transport coefficients in the mixtures of CFsl and SFs

In Fig. 1 we show the variation of the flux and bulk drift
velocities with E/N for various CF;I-SF¢ mixtures. We
observe that over the entire range of E/N the flux drift
velocity is a monotonically increasing function of E/N, while
the bulk drift velocity in pure CFsl and SFg, as well as in
their mixtures, exhibits a pronounced negative differential
conductivity (NDC). NDC is characterized by a decrease in
the bulk drift velocity despite an increase in the magnitude of
the applied electric field. In the case of strongly attaching
gases such as CFi;l and SFs, NDC is induced by the
combined effects of attachment heating and inelastic cooling
of the swarm. In addition, due to attachment heating and
explicit effects of ionization, the bulk drift velocity
dominates the flux component over the entire range of E/N
considered in this work.

In Fig. 2 we show the variation of the ionization and
attachment rate coefficients with E/N for various mixtures.
As expected, the ionization rate coefficient is a
monotonically increasing function of E/N and becomes
significant at the higher values of E/N when sufficient
electrons have enough energy, to cause ionization. We
observe that the ionization rate is less sensitive with respect
to the composition of the gas mixture at higher values of
E/N. The behavior of the attachment rate coefficient is more
complex, but generally it tends to decrease with increasing
E/N.
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Fig. 2. Variation of the attachment and ionization rate coefficients with E/N
for various CF;I-SF¢ mixtures.
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In Fig. 3 we show the variation of the critical electric
field (or limited electric field) as a function of the per cent
content of CFsl in the mixture. The critical electric field is a
value of E/N for which rate coefficients of electron
attachment and ionization are equal. This property is of great
importance not only in studies of low-current dc discharges
and streamers, but may also be useful for studies of some rf
discharges. The results obtained by solving the Boltzmann
equation are compared with the measurements under the PT
conditions. Our multi term results and measurements agree
very well for the pure gases. We observe that the TTA
significantly overestimates the measurements and multi-term
results for pure CFl.

C. Transport coefficients in radio-frequency electric and
magnetic fields

In Fig. 4 we show the temporal profiles of the
longitudinal flux drift velocity for wvarious CF3I-SFe
mixtures. Calculations are performed in a crossed field
configuration while the phase difference between the electric
and magnetic fields is set to m/2 rad. The magnetic field
amplitudes are 2000 Hx (left panel) and 5000 Hx (right
panel). We observe that the profiles are asymmetric and
phase-delay of the W curves relative to the electric field is
clearly evident due to temporal non-locality [4]. The
maximum values of Wg are dependent on the gas
composition. The time-averaged power absorbed by the
swarm (or plasma or any active medium) is given by:

(Pavs) =7 Jy —eNoW (£) - E(t)dt , @)

where N is the number of electrons in the swarm, T=2n/® is
the period, W is the time-dependent average velocity and E is
the time-dependent electric field. From Eq. (4), it is clear that
the phase difference between the drift velocity and electric
field controls the power absorption: (i) when the drift
velocity W and electric field E have the same sign, the
instantaneous power is positive, and (i) when the drift
velocity W and electric field E have the opposite sign, then
the instantaneous power is negative. This suggests that when
the power is positive the electric field pumps the energy into
the system while when the power is negative the energy is
transferred from an active medium to the external circuit.

In Fig. 5 we show the variation of the cycle-averaged
power as a function of the magnetic field amplitude for
various CF3I-SFs mixtures. We observe that the absorbed
power depends on the gas composition. One of the most
striking phenomena is the presence of periodic structures in



the profile of the absorbed power. Comparing CFsl and SF,
these structures are more pronounced for CFil. For dc
electric and magnetic fields the absorbed power is always a
monotonically decreasing function of the applied magnetic
field, while in this case we may observe a multitude of peaks
in the Bo/N-profiles of this property. This is a clear sign of
the resonant absorption of energy from the rf electric and
magnetic fields. We see that these effects are more
pronounced for the lower values of Bo/N, where on the
average the electrons only complete partial orbits between
collisions.

D. Transition from an electron avalanche into a negative
streamer its propagation in the CF3I-SFs mixtures

In Figs. 6 (a) and (b) we show the temporal evolution of
the electric field and electron density, respectively for
various CF3l-SFs mixtures. Calculations are performed in a
1-dimensional setup. The initial Gaussian grows due to the
ionization and then charge separation occurs due to the drift
of positive ions in the opposite direction. As a consequence,
the initial homogeneous electric field is disturbed and the
field in the ionized region becomes more and more screened.
Due to space charge effects the electric field drops off to the
level in which ionization stops and only attachment occurs.
As a consequence, the electron density in the streamer
channel is significantly reduced. By mixing CFsl with SFg,
the streamers become slower and the screening of the
externally applied electric field is less pronounced.
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Fig. 5. Variation of the cycle-averaged power of electrons for various CF31-

SF6 mixtures. The electric field amplitude is 350 Td and the field frequency
is 1000 MHz.
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Fig. 6. Temporal evolution of the electric field (a) and electron density (b)
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electric field is 480 Td and streamers move from the right to the left.

IV. CONCLUSION

In this paper, we have used a multi term theory for solving
the Boltzmann equation and a Monte Carlo simulation
technique to investigate electron transport in the mixtures of
CFs;l and SF¢. From the point of view of a possible
application of CFsl and its mixtures with SFs as gaseous
dielectrics, we have calculated the drift velocity, rate
coefficients for electron attachment and ionization and
critical electric field. The previous studies [10] are extended
by considering the duality of transport coefficients, e.g. the
existence of two different families of transport coefficients,
the bulk and the flux. Comparing the bulk and flux drift
velocities, it is found that the bulk component shows a very
strong NDC and behaves in a qualitatively different fashion.
Calculations in dc electric fields are augmented by those in
rf electric and magnetic fields. We have paid a particular
attention to the power absorption of the swarm. Due to a
complex interplay of the effects induced by temporal non-
locality, magnetic field and cyclotron resonance, we have
observed a multitude of peaks in the B¢/N profiles of the
absorbed power. Finally, using the classical fluid model we
have simulated the transition from an electron avalanche
into a negative streamer. It is shown that streamers in the
mixtures with a higher content of CF;l are slower, the
electron density is reduced and the electric field in the
streamer interior is enhanced. Thus, by mixing CF3I with
SFe, the insulation characteristics of the mixtures are
considerably improved.
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Due to the limited conference budget the organizers are not able to offer any fee waiver for invited
lectures, but we nevertheless hope that you will be able to accept this invitation.

Please reply as soon as possible and not later than 12th December 2017, stating whether you are
able to accept this invitation. In your reply, please send us a tentative title which can be used for the
initial program and web presentation.

Sincerely yours,
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Sasa Dujko, co-Chair of GD2018


http://www.gd2018.ipb.as.rs/
mailto:gd2018@ipb.ac.rs
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Subject: RD51 Mini-week collaboration

Dear Dr Bosnjakovic,

ORGANISATION EUROPEENNE POUR LA RECHERCHE NUCLEAIRE
EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH

Laboratoire Européen pour la Physique des Particules
European Laboratory for Particle Physics

Dr Danko Bosnjakovic
Gaseous Electronics Laboratory
Institute of Physics Belgrade
Pregrevica 118

11080 Belgrade

Serbia

Geneva, 31% May 2016

At the request of Dr Leszek Ropelewski of EP Department, we are pleased to invite you to CERN
to take part in the RD51 mini-week collaboration from 6" June to 10" June 2016.

It is incumbent upon your home institute to provide you with the necessary financial means

throughout the duration of your stay.

Due to the geographical location of CERN, astride the Franco-Swiss border, you are strongly
advised to check with the relevant consulates the entry conditions applicable to you in
Switzerland and France. Would you please take the necessary steps to obtain before your
departure any required documents, including a multiple entries visa "C" Schengen, covering the
whole of your stay, by providing the competent consulate this confirmation letter and all

documents necessary to support your application.

Yours faithfully,
)y " i
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Dr. Leszek Ropelewski
RD51 Spokesperson

Adresse postale pour le courrier posté en France: CERN: Site de Prévessin, F-01631 CERN CEDEX
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RD51 Mini-Week

6 Jun 2016, 13:00 — 9 Jun 2016, 13:30 Europe/Zurich
Q@ 6-2-024 - BE Auditorium Meyrin (CERN)

b Leszek Ropelewski (cerN) , Silvia Dalla Torre (Universita e INFN, Trieste (IT))

Description Dear Colleagues,
we would like to bring to your attention that the next RD51 Mini-Week will take place at CERN between 6th and 9th June 2016.
We are looking forward to seeing you at CERN!
Best regards,

Silvia and Leszek.

Videoconference Rooms &' RD51_mini_week

Support ™filippo.resnati@cern.ch

Monbay, 6 JUNE

14:00 — 15:00 Presentation of proposed sites for MPGD 2017

Conveners: Silvia Dalla Torre (Universitae INFN, Trieste (IT)), Leszek Ropelewski (CERN)

dallatorre_RD51_Ju... MPGD-Temple-Univ... Weizmann MPGD 2...

15:00 — 19:00 WGS - Electronics for MPGDs

Conveners: Jochen Kaminski (Universitaet Bonn (DE)), Hans Muller
15:00| SRS electronics update ®30m
Speaker: Hans Muller

SRS electronics-upd...

TuespAy, 7 JUNE

09:00 |— 12:30 WG2 - Detector Physics and Performance

Conveners: Maximilien Chefdeville (Centre National de laRecherche Scientifique (FR)), Diego Gonzalez Diaz (Uludag University (TR)), Harry Van Der Graaf (Nikhef
National institute for subatomic physics (NL))

09:00 Performance of a triple GEM prototype in magnetic field for the BESIII experiment ©®30m
Speaker: Giulio Mezzadri (Universita di Ferrara & INFN (IT))

Mezzadri_RD51_mi...

09:30] Further laboratory investigation of the RPWELL ®20m

Speaker: Dan Shaked (Weizmann Institute of Science (IL))

Further laboratory i...
09:50 Discharge studies with single GEMs ©®30m
Speaker: Alexander Deisting (Ruprecht-Karls-Universitaet Heidelberg (DE))

RD51-meeting-7-6-1...

10:20 coffee break ® 30m

10:50 | Status of developments for ACTAR TPC ®20m

Speaker: Jerome Giovinazzo (Centre National de la Recherche Scientifique (FR))

‘ Loading [MathJax]/extensions/tex2jax.js ‘2016-06_ACTAR-TP...
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https://indico.cern.ch/event/532518/sessions/195882/attachments/1285270/1911398/dallatorre_RD51_June_2016_communications.pdf
https://indico.cern.ch/event/532518/sessions/195882/attachments/1285270/1911363/MPGD-Temple-University-2017.pdf
https://indico.cern.ch/event/532518/sessions/195882/attachments/1285270/1911460/Weizmann_MPGD_2017_proposal_for_RD51bis.pdf
https://indico.cern.ch/event/532518/contributions/2192594/attachments/1285451/1916296/SRS_electronics-update.pdf
https://indico.cern.ch/event/532518/contributions/2185915/attachments/1285978/1912950/Mezzadri_RD51_miniweek070616_final.pdf
https://indico.cern.ch/event/532518/contributions/2185923/attachments/1285987/1913267/Further_laboratory_investigation_of_the_RPWELL_-_RD51_miniweek_June_2016.pdf
https://indico.cern.ch/event/532518/contributions/2187809/attachments/1286129/1913118/RD51-meeting-7-6-16.pdf
https://indico.cern.ch/event/532518/contributions/2191138/attachments/1285974/1912760/2016-06_ACTAR-TPC_RD51_mini-week_v0.pdf
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14:00 — 15:15 WG7 - Common Test Facilities

Conveners: Yorgos Tsipolitis (National Technical Univ. of Athens (GR)), Eraldo Oliveri (CERN)

14:00

14:10

14:25

14:40

14:55

Test Beam News

Speakers: Eraldo Oliveri (CERN), Yorgos Tsipolitis (National Technical Univ. of Athens (GR))

wg7_june2016_rd5... wg7_june2016_rd5...

CMS GEM H4 test beam

Speaker: Ilaria Vai (Universita e INFN, Pavia (IT))

RD51MiniWeek_Ju...

Optical readout

Speaker: Florian Maximilian Brunbauer (CERN, Vienna University of Technology (AT))

Brunbauer-MiniWee...

Picosec H4 test beam

Speakers: Michael Lupberger (CErN), Thomas Papaevangelou (CEA/IRFU,Centre d'etude de Saclay Gif-sur-Yvette (FR))

PicosecondeTestBe... PicosecondeTestBe... RD51_testbeam_Ju... RD51_testbeam_Ju...
BES Il H4 test beam

Speaker: Riccardo Farinelli (Universita di Ferrara & INFN (IT))

20160608.RD51_W...

THuRsDAY, 9 JUNE

09:00 — 13:30 WG4 - Modelling of Physics Processes and Software Tools

Conveners: Rob Veenhof (Uudag University (TR)), Ozkan Sahin (Uludag University (TR))

09:00

09:30

10:00

10:30

11:00

11:30

Kinetic and fluid description of charged particle swarms and its application in modeling of gaseous detectors

Speaker: Sasa Dujko (Gaseous Electronics Laboratory, Institute of Physics, University of Belgrade)

S_Dujko_CERN_1.pdf S_Dujko_CERN_1.pdf S_Dujko_CERN_T p... S_Dujko_CERN_1.p... | [m] venus_movie.avi

@ venus_movie.avi

Microscopic and fluid modeling of resistive plate chambers

Speaker: Danko Bosnjakovic (institute of physics, Belgrade)

RPC modeling RDS... RPC modeling RD5...

Track Distortion in the Micromegas-based LPTPC

Speaker: Deb Sankar Bhattacharya (CEA/IRFU,Centre d'etude de Saclay Gif-sur-Yvette (FR))

deb.pdf

Coffee

Effect of the hole shape on GEM gain

Speaker: Aneliya Karadzhinova (University of Helsinki (F1))

A_Karadzhinova_R..

Bursa gas laboratory

Speaker: Yalcin Kalkan (Uiudag University (TR))

BursaGasLab.pdf

https://indico.cern.ch/event/532518/other-view?fr=no&detailLevel = contribution&view=standard&showSession=all &showDate=all
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https://indico.cern.ch/event/532518/contributions/2195695/attachments/1287120/1915160/Brunbauer-MiniWeekJune2016-OpticalReadoutTestbeam.pdf
https://indico.cern.ch/event/532518/contributions/2195706/attachments/1287366/1915899/PicosecondeTestBeam.pdf
https://indico.cern.ch/event/532518/contributions/2195706/attachments/1287366/1915896/PicosecondeTestBeam.pptx
https://indico.cern.ch/event/532518/contributions/2195706/attachments/1287366/1915920/RD51_testbeam_Jun2016.pdf
https://indico.cern.ch/event/532518/contributions/2195706/attachments/1287366/1915914/RD51_testbeam_Jun2016.pptx
https://indico.cern.ch/event/532518/contributions/2195708/attachments/1287370/1915545/20160608.RD51_WG7.pdf
https://indico.cern.ch/event/532518/contributions/2187796/attachments/1287895/1916616/S_Dujko_CERN_1.pdf
https://indico.cern.ch/event/532518/contributions/2187796/attachments/1287895/1916614/S_Dujko_CERN_1.pdf
https://indico.cern.ch/event/532518/contributions/2187796/attachments/1287895/1916599/S_Dujko_CERN_1.pptx
https://indico.cern.ch/event/532518/contributions/2187796/attachments/1287895/1916595/S_Dujko_CERN_1.pptx
https://indico.cern.ch/event/532518/contributions/2187796/attachments/1287895/1916600/venus_movie.avi
https://indico.cern.ch/event/532518/contributions/2187796/attachments/1287895/1916597/venus_movie.avi
https://indico.cern.ch/event/532518/contributions/2187798/attachments/1287902/1916619/RPC_modeling_RD51__3.pdf
https://indico.cern.ch/event/532518/contributions/2187798/attachments/1287902/1916606/RPC_modeling_RD51__3.pptx
https://indico.cern.ch/event/532518/contributions/2194191/attachments/1288017/1916819/deb.pdf
https://indico.cern.ch/event/532518/contributions/2188511/attachments/1287912/1916624/A_Karadzhinova_RD51_MiniWS.pdf
https://indico.cern.ch/event/532518/contributions/2192485/attachments/1287811/1916433/BursaGasLab.pdf

27" Summer School and
International Symposium on

the Physics of Ionized Gases

SPIG 2014

August 26-29, 2014, Belgrade, Serbia

Danko Bosnjakovic

Institute of Physics, Belgrade
University of Belgrade
Pregrevica 118

Serbia

Belgrade, 24" October 2013

Dear Mr. Bosnjakovic¢,

On behalf of the Scientific and Organizing Committees, we have a pleasure to invite
you to attend the 27" Summer School and International Symposium on the Physics
of lonized Gases (SPIG 2014) and present a progress report (20 min, including
questions and discussions) aimed at the topics covered by the Section 1 (Atomic
Collision Processes).

The SPIG 2014 will be held from 26 to 29" of August in Belgrade, Serbia. The
details of the conference are available at www.spig2014.ipb.ac.rs. Unfortunately,
due to the limited conference budget, the organizers cannot commit to any financial
support.

We hope that you will be able to accept our invitation. Please let us know by the
4™ of November and send us the title of your lecture.

We look forward to welcoming you to Belgrade in 2014.

Yours sincerely,
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Zoran Mijatovic Dragana Mari¢ and Aleksandar R. Milosavljevi¢
(Chairman of the (Co-Chairs of the Local Organizing Committee)

Scientific Committee)

Local organizing Committee:

Institute of Physics, University of Belgrade Tel:+381 11 316-0882 E-mail: spig2014@ipb.ac.rs
Pregrevica 118 +381 11 371-3056 Web: www.spig2014.ipb.ac.rs
11080 Belgrade, Serbia Fax:+381 11 316-2190





