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Abstract
Electron attachment often imposes practical difficulties in Monte Carlo simulations, 
particularly under conditions of extensive losses of seed electrons. In this paper, we discuss 
two rescaling procedures for Monte Carlo simulations of electron transport in strongly 
attaching gases: (1) discrete rescaling, and (2) continuous rescaling. The two procedures are 
implemented in our Monte Carlo code with an aim of analyzing electron transport processes 
and attachment induced phenomena in sulfur-hexafluoride (SF6) and trifluoroiodomethane 
(CF3I). Though calculations have been performed over the entire range of reduced electric 
fields E/n0 (where n0 is the gas number density) where experimental data are available, the 
emphasis is placed on the analysis below critical (electric gas breakdown) fields and under 
conditions when transport properties are greatly affected by electron attachment. The present 
calculations of electron transport data for SF6 and CF3I at low E/n0 take into account the full 
extent of the influence of electron attachment and spatially selective electron losses along the 
profile of electron swarm and attempts to produce data that may be used to model this range 
of conditions. The results of Monte Carlo simulations are compared to those predicted by the 
publicly available two term Boltzmann solver BOLSIG+. A multitude of kinetic phenomena 
in electron transport has been observed and discussed using physical arguments. In particular, 
we discuss two important phenomena: (1) the reduction of the mean energy with increasing 
E/n0 for electrons in SF6 and (2) the occurrence of negative differential conductivity (NDC) in 
the bulk drift velocity only for electrons in both SF6 and CF3I. The electron energy distribution 
function, spatial variations of the rate coefficient for electron attachment and average energy 
as well as spatial profile of the swarm are calculated and used to understand these phenomena.

Keywords: Monte Carlo, electron transport, electron attachment, SF6, CF3I

(Some figures may appear in colour only in the online journal)

1. Introduction

Electron transport in strongly attaching gases has long been 
of interest, with applications in many areas of fundamental 
physics and technology. Electron attaching gases support key 
processes for plasma etching and cleaning in semiconductor 

fabrication [1, 2], high-voltage gas insulation [3] and par-
ticle detectors in high energy physics [4–6]. The importance 
of studies of electron attachment has also been recognized in 
other fields, including planetary atmospheres, excimer lasers, 
plasma medicine and lighting applications, as well as in life sci-
ence for understanding radiation damage in biological matter.
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The fundamental importance of electron attachment pro-
cesses has led to many experimental and theoretical swarm 
studies. For some gases the cross sections for attachment may 
be very large resulting in a rapid disappearance of free elec-
trons that greatly complicates the measurements of transport 
coefficients [1, 7–9]. The pioneering studies date back to the 
1970s, and the well-known swarm method of deriving cross 
section  for electron attachment developed by Christophorou 
and his co-workers [10]. According to this method, trace 
amounts of an electron attaching gas are mixed into the buffer 
gases, typically nitrogen to scan the lower mean energies 
and argon to scan the higher mean energies. This technique 
results in the removal of electrons without disturbing the elec-
tron energy distribution function. In such mixtures the losses 
depend only on the very small amount of the added gas and 
we may measure the density reduced electron attachment rate 
coefficient. Electron attachment cross sections can be deter-
mined by deconvoluting the mixture data, since the electron 
energy distribution function is a known function of E/n0 as 
calculated for the pure buffer gas. Examples of this procedure 
are cross sections  for electron attachment in SF6 and SF6-
related molecules [11–15] as well as cross sections and rate 
coefficients for a range of fluorocarbons [1, 12, 16–18] and 
other relevant gases for applications [1, 19–22]. In addition to 
non-equilibrium data, there is a separate category of experi-
ments, including flowing afterglow, the Cavalleri diffusion 
experiment [9, 23, 24], and others that provide attachment 
rates for thermal equilibrium (i.e. without an applied electric 
field). These may be taken at different temperatures, but the 
range of energies covered by this technique is very narrow. 
These two techniques have been used to evaluate the cross 
sections for SF6 and CF3I, always under the assumption that 
the effect of attachment is merely on the number of particles 
and not on any other swarm properties.

A thorough understanding of the influence of attachment 
on the drift and diffusion of the electrons provides informa-
tion which could be used in analysis of kinetic phenomena 
in complex electronegative gases and related plasmas. The 
attachment cooling and heating [25, 26], negative absolute 
electron flux mobility [27, 60] and anomalous phase shifts of 
drift velocity in AC electric fields [28] are some examples of 
these phenomena in strongly attaching gases, which may not 
be trivially predicted on the basis of individual collision events 
and external fields. Negative differential conductivity (NDC) 
induced by 3-body attachment for lower E/n0 and higher pres-
sures in molecular oxygen and its mixture with other gases 
is another example of phenomena induced by strong electron 
attachment [29]. The duality in transport coefficients, e.g. the 
existence of two fundamentally different families of transport 
coefficients, the bulk and flux, is caused by the explicit effects of 
electron impact ionization and electron attachment [7, 30–32].  
The differences between two sets of data vary from a few per-
cents to a few orders of magnitude and hence a special care 
is needed in the implementation of data in fluid models of 
plasma discharges [7, 31, 33–35]. On one hand, most plasma 
modeling is based on flux quantities while experiments aimed 
at yielding cross section data provide mostly but not uniquely 
the bulk transport data. This differentiation between flux and 

bulk transport properties is not merely a whimsy of theorists, 
but it is essential in obtaining and applying the basic swarm 
data. In addition, the production of negative ions has a large 
effect on the transport and spatial distribution of other charged 
particle species as well as on the structure of the sheath and 
occurrence of relaxation oscillations in charged particle densi-
ties [36–41].

There are three main approaches to the theoretical descrip-
tion of electron transport in gases: the kinetic Boltzmann equa-
tion, the stochastic particle simulation by the Monte Carlo 
method and semi-quantitative momentum transfer theory. 
Restrictions on the accuracy of momentum transfer theory for 
studies of electron transport in attaching gases, particularly 
under non-hydrodynamic conditions, have already been dis-
cussed and illustrated [31, 42, 43]. Boltzmann equation anal-
yses for SF6 and its mixtures with other gases (see for example 
[11, 44–50]) have been performed several times in the past. 
Two important studies devoted to the calculation of electron 
swarm parameters based on a Boltzmann equation have also 
been performed for CF3I [51, 52]. Theories for solving the 
Boltzmann equation were usually restricted to low-order trun-
cations in the Legendre expansions of the velocity dependence 
assuming quasi-isotropy in velocity space. The explicit effects 
of electron attachment were also neglected and electron trans-
port was studied usually in terms of the flux data only. These 
theories had also restricted domains of validity on the applied 
E/n0 in spite of their coverage of a considerably broader 
range. One thing that strikes the reader surveying the litera-
ture on electron transport in SF6 is the systematic lack of reli-
able data for electron transport coefficients for E/n0 less than  
50 Td. Contemporary moment methods for solving 
Boltzmann’s equation  [31, 53] are also faced with a lot of 
 systematic difficulties, particularly under conditions of the 
 predominant removal of the lower energy electrons which 
results in an increase in the mean energy, i.e. attachment 
heating. Under these conditions the bulk of the distribution 
function is shifted towards a higher energy which in turn 
results in the high energy tail falling off much slower than 
a Maxwellian. This is exactly what may happen in the anal-
ysis of electron transport in strongly attaching gases such as 
SF6 or CF3I for lower E/n0. The moment method for solving 
Boltzmann’s equation  under these circumstances usually 
requires the prohibitive number of basis functions for resolving 
the speed/energy dependency of the distribution function and/
or unrealistically large computation time. As a consequence, 
the standard numerical schemes employed within the frame-
work of moment methods usually fail.

The present investigation is thus mainly concerned with 
the Monte Carlo simulations of electron transport in strongly 
attaching gases. Monte Carlo simulations have also been 
employed for the analysis of electron transport in the mixtures 
of SF6 [46, 54–57] and CF3I [58] with other gases usually with 
an aim of evaluating the insulation strength and critical electric 
fields. However, electron attachment in strongly electronega-
tive gases often imposes practical difficulties in Monte Carlo 
simulations. This is especially noticeable at lower E/n0, where 
electron attachment is one of the dominant processes which 
may lead to the extensive vanishing of the seed electrons and 
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consequently to the decrease of the statistical accuracy of the 
output results. In extreme cases, the entire electron swarm 
might be consumed by attachment way before the equilibrated 
(steady-state regime) is achieved. An obvious solution would 
be to use a very large number of initial electrons, but this 
often leads to a dramatic increase of computation time and/
or required memory/computing resources which are beyond 
practical limits. Given the computation restrictions of the 
time, the workers were forced to develop methods to combat 
the computational difficulties induced by the extensive van-
ishing of the seed electrons. Two general methods were devel-
oped: (1) addition of new electrons by uniform scaling of the 
electron swarm at certain time instants under hydrodynamic 
conditions [26, 59] or at certain positions under steady-state 
Townsend conditions [60], when number of electrons reaches a 
pre-defined threshold, and (2) implementation of an additional 
fictitious ionization channel/process with a constant collision 
frequency (providing that the corresponding ioniz ation rate is 
chosen to be approximately equal to the attachment rate) [54]. 
On the other hand, similar rescaling may be applied for the 
increasing number of electrons as has been tested at the larger 
E/n0 by Li et  al [61]. Further distinction and specification 
between methods developed by Nolan et al [26] and Dyatko 
et al [60] on one hand and Raspopović et al [59] on the other, 
will be discussed in later sections. These methods have not 
been compared to each other in a comprehensive and rigorous 
manner. This raises a number of questions. How accurate, 
these methods are? Which is the more efficient? Which is 
easier for implementation? What is their relationship to each 
other? Which one is more flexible? In this paper, we will try to 
address some of these issues. In particular, the present paper 
serves to summarize the salient features of these methods in a 
way which we hope will be of benefit to all present and future 
developers of Monte Carlo codes. Finally, it is also important 
to note that in the present paper we extend the method initially 
developed by Yousfi et al [54], by introducing time-dependent 
collision frequency for the fictitious ionization process.

This paper is organized as follows: in section 2, we briefly 
review the basic elements of our Monte Carlo code, before 
detailing the rescaling procedures employed to combat the 
computational difficulties initiated by the rapid disappearance 
of electrons. In the same section, we illustrate the issue of 
electron losses by considering the evolution of the number of 
electrons for a range of E/n0 in SF6 and CF3I. In section 3, 
we evaluate the performance of rescaling procedures by simu-
lating electron transport in SF6 and CF3I over a wide range of 
E/n0. We will also highlight the substantial difference between 
the bulk and flux transport coefficients in SF6 and CF3I. 
Special attention will be paid to the occurrence of negative 
differential conductivity (NDC) in the profile of the bulk drift 
velocity. For electrons in SF6 another phenomenon arises: 
for certain reduced electric fields we find regions where the 
swarm mean energy decreases with increasing E/n0. In the last 
segment of the section 3, we discuss two important issues: (1) 
how to use the rescaling procedures in Monte Carlo codes, 
and (2) rescaling procedures as a tool in the modeling of non-
hydrodynamic effects in swarm experiments. In section 4, we 
present our conclusions and recommendations.

2. Input data and computational methods

2.1. Cross sections for electron scattering and simulation 
conditions

We begin this section  with a brief description of cross sec-
tions for electron scattering in SF6 and CF3I. For the SF6 cross 
sections we use the set developed by Itoh et al [47]. This set 
was initially based on published measurements of cross sec-
tions  for individual collision processes. Using the standard 
swarm procedure, the initial set was modified to improve 
agreement between the calculated swarm parameters and the 
experimental values. The set includes one vibrational channel, 
one electronic excitation channel, as well as elastic, ionization 
and five different attachment channels.

This study considers electron transport in CF3I using the 
cross section set developed in our laboratory [62]. This set of 
cross sections is shown in figure 1. It should be noted that this 
set is similar but not identical to that developed by Kimura 
and Nakamura [63]. We have used the measured data under 
pulsed Townsend conditions for pure CF3I and its mixtures 
with Ar and CO2 in a standard swarm procedure with the aim 
of improving the accuracy and completeness of a set of cross 
sections. It consists of the elastic momentum transfer cross 
section, three cross sections for vibrational and five cross sec-
tions for electronic excitations as well as one cross section for 
electron-impact ionization with a threshold of 10.4 eV and one 
cross section for dissociative attachment. For more details the 
reader is referred to our future paper [64].

For both SF6 and CF3I all electron scattering are assumed 
isotropic and hence the elastic cross section  is the same as 
the elastic momentum transfer cross section. Simulations have 
been performed for E/n0 ranging from 1 to 1000 Td. The pres-
sure and temperature of the background gas are 1 Torr and 
300 K, respectively. It should be mentioned that special care in 
our Monte Carlo code has been paid to proper treatment of the 
thermal motion of the host gas molecules and their influence 

Figure 1. Electron impact cross-sections for CF3I used in this 
study [62]: Q el. mt momentum transfer in elastic collisions, Q vib. exc 
vibrational excitation, Q el. exc electronic excitation, Q att dissociative 
attachment and Q i electron-impact ionization.
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on electrons, which is very important at low electric fields, 
when the mean electron energy is comparable to the thermal 
energy of the host gas [65]. After ionization, the available 
energy is partitioned between two electrons in such a way that 
all fractions of the distribution are equally probable.

2.2. Monte Carlo method

The Monte Carlo simulation technique used in the present 
work is described at length in our previous publications [32, 
53, 59, 66, 67]. In brief, we follow the spatiotemporal evo-
lution of each electron through time steps which are fractions 
of the mean collision time. In association with random num-
bers, these finite time steps are used to solve the integral equa-
tion for the collision probability in order to determine the time 
of the next collision. The number of time steps is determined in 
such a way as to optimize the performance of the Monte Carlo 
code without reducing the accuracy of the final results. When 
the moment of the next collision is established, the additional 
sequences of random numbers are used, first to determine the 
nature of a collision, taking into account the relative probabili-
ties of the various collision types, and second to determine the 
change in the direction of the electron velocity. All dynamic 
properties of each electron such as position, velocity, and 
energy are updated between and after the collisions. Sampling 
of electron dynamic properties is not correlated to the time 
of the next collision and is performed in a way that ensemble 
averages can be taken in both the velocity and configuration 
space. Explicit formulas for the bulk and flux transport prop-
erties have been given in our previous publications [59, 66]. 
To evaluate the accuracy of the Monte Carlo code, Boltzmann 
analyses were performed in parallel with the Monte Carlo 
calcul ations using the multi term method described in detail by 
Dujko et al [53]. In addition, we use the BOLSIG+, a publicly 
available Boltzmann solver based on a two term theory [68]. 
The most recent version of this code might be used to study the 
electron transport in terms of both the flux and bulk data which 
is very useful for some aspects of plasma modeling [7]. At the 
same time, the comparison between our results and those com-
puted by BOLSIG+  which is presented in this paper, should 

be viewed as the first benchmark for the bulk BOLSIG+  data. 
Our Monte Carlo code and multi term codes for solving the 
Boltzmann equation have been subject of a detailed testing for 
a wide range of model and real gases [31, 53, 59, 67].

In figure 2 we illustrate the losses of electrons during the 
evolution of the swarm towards the steady-state. The initial 
number of electrons is set to ×1 106 and calculations are 
performed for a range of reduced electric fields E/n0 as indi-
cated on the graphs. For both SF6 and CF3I, we observe that 
at small E/n0, i.e. at low mean energies, the number of elec-
trons decreases much faster. This is a clear sign that collision 
frequency for electron attachment increases with decreasing 
E/n0. Electrons in CF3I are lost continuously and consequently 
the number of electrons in the swarm decreases exponentially 
with time. The same trend may be observed for electrons in 
SF6 at 210 Td. For the remaining E/n0 the number of electrons 
is reduced with time even faster. Comparing SF6 and CF3I, it 
is evident that the electrons are more efficiently consumed by 
electron attachment in SF6 in the early stage of the simulation. 
Conversely, in the last stage of simulation the electrons are 
more consumed by electron attachment in CF3I than in SF6. 
In any case, the electron swarms in both cases are entirely 
consumed by attachment way before the steady-state regime 
and hence the simulations are stopped. In other words, the 
number density drops down by six orders of magnitude over 
the course of several hundred nanoseconds in both gases. To 
facilitate the numerical simulation, it is clear that some kind 
of rescaling of the number density is necessary to compen-
sate for the electrons consumed by electron attachment. This 
procedure should not in any way disrupt the spatial gradients 
in the distribution function. On the other hand, releasing elec-
trons with some fixed arbitrary initial condition would require 
that they equilibrate with the electric field during which time 
again majority of such additional electrons would be lost.

2.3. Rescaling procedures

To counteract the effect of attachment in an optimal fashion 
while keeping the statistical accuracy, the following rescaling 
procedures were proposed and applied so far:

Figure 2. Electron number density decay for four different reduced electric fields as indicated on the graph. Calculations are performed for 
SF6 (a) and CF3I (b).
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 (1) Uniform generation of new electrons with initial prop-
erties taken from the remaining electrons thus taking 
advantage of the equilibration that has been achieved 
so far [59]. To make this procedure effective i.e. to 
avoid losing population in some smaller pockets of the 
ensemble the population should be allowed to oscillate 
between N1 and N0, where >N N1 0 but their difference is 
relatively small. Here N0 is minimum allowed number of 
electrons while N1 is maximum number of electrons in 
the simulation after rescaling.

 (2) Uniform scaling of an electron swarm by a factor of 2 or 3 
at certain instants of time [26] or distance [60] depending 
on the simulation conditions where the probability of 
scaling for each electron is set to unity.

 (3) Introduction of an additional fictitious ionization process 
with a constant ionization frequency (that is close to 
the rate for attachment), which artificially increases the 
number of simulated electrons [54, 61]. Uniform rescaling 
of the swarm is done by randomly choosing the electrons 
which are to be ‘duplicated’. The newborn electron has 
the same initial dynamic properties, coordinates, velocity, 
and energy as the original. Following the creation of a 
new electron their further histories diverge according to 
the independently selected random numbers.

Comparing the procedures (1) and (2), it is clear that there are 
no essential differences between them. The only difference lies 
in the fact that in the procedure (2) duplicating is performed 
for all the electrons in the simulation while according the pro-
cedure (1), the probability of duplication is determined by the 
current ratio of the number of electrons to the desired number 
of electrons in the simulation, which is specified in advance. 
On the other hand, fictitious ionization collision generates a 
new electron which is given the same position, velocity and 
energy as the primary electron that is not necessarily the elec-
tron lost in attachment. In this paper, we shall refer to the pro-
cedure (1) as discrete rescaling, since the procedure is applied 
at discrete time instants. The procedure (2) shall be termed 
as swarm duplication and finally we shall refer to the proce-
dure (3) as the continuous rescaling since the rescaling is done 
during the entire simulation. An important requirement is that 
the rescaling must not perturb/change/disturb the normalized 
electron distribution function and its evolution. Li et al [61] 
showed that the continuous rescaling procedure meets this 
requirement. In case of discrete rescaling as applied to the 
symmetrical yet different problem of excessive ionization, it 
was argued that one cannot be absolutely confident that the 
rescaled distribution is a good representation of the original 
[69], except when steady state is achieved [70].

In what follows, we discuss the continuous rescaling. 
Following the previous works [54, 61], the Boltzmann equa-
tion  for the distribution function ( )f tr c, ,  without rescaling 
and ( )�f tr c, ,  with rescaling are given by:

∂ + ⋅ ∇ + ⋅ ∇ =−( ) ( ) ( )f t J fc a r c, , ,t r c (1)

and

ν∂ + ⋅ ∇ + ⋅ ∇ =− +� � �( ) ( ) ( ) ( )f t J f t fc a r c, , ,t r c fi (2)

where a is the acceleration due to the external fields, J( f ) is 
the collision operator for electron-neutral collisions and νfi is 
time-dependent fictitious ionization rate. If the collision oper-
ator is linear (i.e. if electron–electron collisions are negligible) 
and if the initial distributions (at time t  =  0) are the same, it 
can be easily shown that the following relationship holds

( ) ( ) ( )∫ ν τ τ=� ⎜ ⎟
⎛
⎝

⎞
⎠f t f tr c r c, , , , exp d .

t

0
fi (3)

Substituting equation (3) into equation (2) and using the lin-
earity of the collision operator yields the following equation

⎜ ⎟
⎛
⎝

⎞
⎠J f J fexp d .

t

0
fi( ) ( ) ( )∫ ν τ τ=� (4)

Note that in contrast to Li et al [61] the collision frequency 
for the fictitious ionization is now a time-dependent func-
tion. In terms of numerical implementation, the only differ-
ence between our continuous rescaling procedure and the one 
described in [54, 61] is that we do not need to provide the 
fictitious ionization rate which is estimated by trial and error, 
in advance ( a priori). Instead, our fictitious ionization rate is 
initially chosen to be equal to the calculated attachment rate at 
the beginning of the simulation. Afterwards, it is recalculated 
at fixed time instants in order to match the newly developed 
attachment rates. As a result, the number of electrons during 
the simulation usually does not differ from the initial one by 
more than 10%. It should be noted that the fictitious ionization 
process must not in any way be linked to the process of real 
ionization. It was introduced only as a way to scale the distri-
bution function, or in other words, as a way of duplicating the 
electrons.

3. Results and discussion

In this section the rescaling procedures and associated Monte 
Carlo code outlined in the previous section  are applied to 
investigate transport properties and attachment induced phe-
nomena for electrons in SF6 and CF3I. Electron transport in 
these two strongly attaching gases provides a good test of dif-
ferent rescaling procedures, particularly for lower E/n0 where 
electron attachment is the dominant non-conservative process. 
In addition to comparisons between different rescaling pro-
cedures, the emphasis of this section  is the observation and 
physical interpretation of the attachment induced phenomena 
in the E/n0-profiles of mean energy, drift velocity and diffu-
sion coefficients. In particular, we investigate the differences 
between the bulk and flux transport coefficients. We do not 
compare our results with experimentally measured data as it 
would distract the reader’s attention to the problems associ-
ated with the quality of the sets of the cross sections for elec-
tron scattering. There are no new experimental measurements 
of transport coefficients for electrons in SF6, particularly for 
E/n0 less than 50 Td and thus we have deliberately chosen 
not to display the comparison. On the other hand, one cannot 
expect the multi term results to be useful here as the condi-
tions with excessive attachment would make convergence dif-
ficult in the low E/n0 region, where comparison would be of 
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interest. Thus, for clarity the multi term results are omitted. 
Both experimental and theoretical work on electron swarms in 
SF6 prior to 1990 is summarized in the papers of Phelps and 
van Brunt [11], Gallagher et al [71] and Morrow [72]. Recent 
results can be found in the book by Raju [22] and the review 
article of Christophorou and Olthoff [12]. The swarm analysis 
and further improvements of the cross sections  for electron 
scattering in CF3I is a subject of our future work [64].

3.1. Transport properties for electrons in SF6 and CF3I

3.1.1. Mean energy. In figure 3 we show the variation of the 
mean energy with E/n0 for electrons in SF6. The agreement 
between different rescaling procedures is excellent. This sug-
gests that all rescaling procedures are equally valid for calcul-
ation of the mean energy (provided that rescaling is performed 
carefuly). In addition, the BOLSIG+  results agree very well 
with those calculated by a Monte Carlo simulation technique. 
For lower E/n0, the mean energy initially increases with E/n0, 
reaching a peak at about 10 Td, and then surprisingly it starts 
to decrease with E/n0. The minimum of mean energy occurs 
at approximately 60 Td. For higher E/n0 the mean energy 
monotonically increases with E/n0. The reduction in the mean 
energy with increasing E/n0 has been reported for electrons in 
Ar [73] and O2 [74] but in the presence of very strong magn-
etic fields. In the present work, however, the mean energy is 
reduced in absence of magnetic field which certainly repre-
sents one of the most striking and anomalous effects observed 
in this study. Moreover, this behavior is contrary to previous 
experiences in swarm physics as one would expect the mean 
swarm energy to increase with increasing E/n0. This is dis-
cussed in detail below.

In order to understand the anomalous behavior of the mean 
energy of electrons in SF6, in figure  4 we display the elec-
tron energy distribution functions for E/n0 at 10, 27, 59 and 
210 Td. Cross sections  for some of the more relevant col-
lision processes are also included, as indicated in the graph. 

For clarity, the attachment cross sections for the formation of 
−SF4 , −F2  and −F  are omitted in the figure. For E/n0 of 10 

and 27 Td we observe the clear signs of ‘hole burning’ in the 
electron energy distribution function (EEDF). This phenom-
enon has been extensively discussed for electrons in O2 [75, 
76], O2 mixtures [29, 77] and under conditions leading to the 
phenomenon of absolute negative electron mobility [27, 60] 
as well as for electrons in the gas mixtures of C2H2F4, iso-
C4H10 and SF6 used in resistive plate chambers in various 
high energy physics experiments at CERN [6]. For elec-
trons in SF6, the collision frequency for electron attachment 
decreases with energy and hence the slower electrons at the 
trailing edge of the swarm are preferentially attached. As a 
consequence, the electrons are ‘bunched’ in the high-energy 
part of the distribution function which in turn moves the bulk 
of the distribution function to higher energies. This is the well-
known phenomenon of attachment heating which has already 
been discussed in the literature for model [25, 26] and real 
gases [6, 29]. In the limit of the lowest E/n0 we see that due 
to attachment heating the mean energy attains the unusually 
high value of almost 5 eV. For a majority of molecular gases, 
however, the mean energy is significantly reduced for lower 
E/n0 due to presence of rotational, vibrational and electronic 
excitations which have threshold energies over a wide range. 
As E/n0 further increases the mean energy is also increased as 
electrons are accelerated through a larger potential. However, 
in case of SF6, for E/n0 increasing beyond 10 Td the mean 
energy is reduced. This atypical situation follows from the 
combined effects of attachment heating and inelastic cooling. 
From figure 4 we see that for E/n0 of 27 and 59 Td the elec-
trons from the tail of the corresponding distribution functions 
have enough energy to undergo the electronic excitation. 
Whenever an electron undergoes electronic excitations (or 
ionization) it loses the threshold energy of 9.8 eV (or 15.8 eV 
in case of ionization) and emerges from the collision with a 
reduced energy. This in turn diminishes the phenomenon of 
‘hole burning’ in the distribution function by repopulating 

Figure 3. Variation of the mean energy with E/n0 for electrons 
in SF6. Monte Carlo results using three different techniques for 
electron number density compensation (rescaling) are compared 
with the BOLSIG+  results.

Figure 4. Electron energy distribution functions for E/n0 of 10, 
27, 59 and 210 Td. Cross sections for elastic momentum transfer 
(Qmt), electronic excitation (Qexc) and ionization (Qion) as well as 
for attachments that lead to the formation of −SF6  (Qatt1) and −SF5  
(Qatt2) ions, are also included.
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the distribution function at the lower energy. The combined 
effects of attachment heating and inelastic cooling and subse-
quent redistribution of low-energy electrons are more signifi-
cant for the energy balance than the energy gain from electric 
field and losses in other collisions. The vibrational excitation 
with the threshold of 0.098 eV is of less importance having in 
mind the actual values of the mean energy. For E/n0 higher 
than 60 Td, the dominant part in the energy balance is the 
energy gain from the electric field while attachment heating 
and induced phenomena are significantly suppressed. Thus, 
for E/n0 higher than 60 Td the mean energy monotonically 
increases with increasing E/n0.

The variation of the mean energy with E/n0 for electrons in 
CF3I is shown in figure 5. The agreement between different resca-
ling procedures is very good. Small deviations between discrete 
rescaling and swarm duplication from one side and continuous 
rescaling from the other side are present between approximately 
3 and 20 Td. BOLSIG+  slightly overestimates the mean energy 
only in the limit of the lowest E/n0. In contrast to mean energy 
of the electrons in SF6, the mean energy of the electrons in CF3I 
monotonically increases with E/n0 without signs of anomalous 
behavior. If we take a careful look, then we can isolate three 
distinct regions of electron transport in CF3I as E/n0 increases. 
First, there is an initial region where the mean energy raises rela-
tively slowly due to large energy loss of the electrons in low-
threshold vibrational excitations. In this region the mean energy 
of the electrons is well above the thermal energy due to extensive 
attachment heating. The mean energy is raised much sharper 
between approximately 5 and 50 Td, indicating that electrons 
become able to overcome low-threshold vibrational excitations. 
The following region of slower rise follows from the explicit 
cooling of other inelastic processes, including electronic excita-
tions and ionization, as these processes are now turned on. In 
conclusion, the nature of cross sections for electron scattering in 
CF3I and their energy dependence as well as their mutual rela-
tions do not favor the development of the anomalous behavior of 
the swarm mean energy.

3.1.2. Drift velocity. In figures 6 and 7 we show variation of the 
bulk and flux drift velocity with E/n0 for electrons in SF6 and 
CF3I, respectively. For electrons in SF6 the agreement between 
different rescaling procedures for electron compensation is 
excellent for both the bulk and flux drift velocity over the 
entire E/n0 range considered in this work. The  BOLSIG+  bulk 
results slightly underestimate the  corresponding bulk Monte 
Carlo results in the limit of the  lowest E/n0. For electrons in 
CF3I, the agreement among  different rescaling procedures 
for electron compensation is also good except for lower E/n0 
where the continuous  rescaling gives somewhat lower results 
than other techniques.

For both SF6 and CF3I, we see that the bulk dominates the 
flux drift velocity over the entire E/n0 range considered in this 
work. For lower E/n0 this is a consequence of a very intense 

Figure 5. Variation of the mean energy with E/n0 for electrons 
in CF3I. Monte Carlo results using three different techniques for 
electron compensation are compared with the BOLSIG+  results.

Figure 6. Variation of the drift velocity with E/n0 for electrons 
in SF6. Monte Carlo results using three different techniques for 
electron number density compensation are compared with the 
BOLSIG+  results.

Figure 7. Variation of the drift velocity with E/n0 for electrons 
in CF3I. Monte Carlo results using three different techniques for 
electron number density compensation are compared with the 
BOLSIG+  results.
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attachment heating while for higher E/n0 this follows from 
the explicit effects of ionization. As mentioned above, when 
transport processes are greatly affected by attachment heating 
the slower electrons at the back of the swarm are consumed at 
a faster rate than those at the front of the swarm. Thus, in the 
case of drift, the electron attachment acts to push the centre 
of mass forward, increasing the bulk drift velocity above its 
flux component. For higher E/n0 when ionization takes place, 
the ionization rate is higher for faster electrons at the front of 
the swarm than for slower electrons at the back of the swarm. 
As a result, electrons are preferentially created at the front of 
the swarm which results in a shift in the centre of mass. Of 
course, this physical picture is valid if collision frequency for 
ionization is an increasing function of electron energy. This 
is true for electrons in both SF6 and CF3I. The explicit effects 
of electron attachment are much stronger than those induced 
by ionization. When ionization is dominant non-conservative 
process, the differences between two sets of data are within 
30% for both gases. When attachment dominates ionization, 
however, then the discrepancy between two sets of data might 
be almost two orders of magnitude, as for electrons in SF6 in 
the limit of the lowest E/n0.

The flux drift velocity is a monotonically increasing func-
tion of E/n0 while the bulk component behaves in a qualitatively 

different fashion. A prominent feature of electron drift in SF6 
and CF3I is the presence of a very strong NDC in the profile 
of the bulk drift velocity. On the other hand, a decrease in the 
flux drift velocity with increasing E/n0 has not been observed. 
Such behavior is similar of the recently observed NDC effect 
for positrons in molecular gases [78, 79] where Positronium 
(Ps) formation plays the role of electron attachment.

In order to provide physical arguments for an explanation 
of NDC in the bulk drift velocity, in figure 8 we show the spa-
tial profile and spatially resolved average energy of electrons 
in CF3I. Calculations are performed for four different values 
of E/n0 as indicated in the graph. The direction of the applied 
electric field is also shown. Two fundamentally different sce-
narios are discussed: (1) the electron attachment is treated as 
a conservative inelastic process with zero energy loss, and 
(2) the electron attachment is treated regularly, as a true non-
conservative process. The first scenario is made with the aim 
of illustrating that NDC is not primarily caused by the shape 
of cross section for attachment but rather by the synergism of 
explicit and the implicit effects of the number changing nature 
of the process on electron transport. Sampling of spatially 
resolved data in our Monte Carlo simulations is performed 
using the continuous rescaling. The continuous rescaling pro-
duces smoother curves and in most cases it is more reliable 

Figure 8. Spatial profile of electrons (blue curves) and spatially resolved averaged energy (red curves) at four different E/n0 in CF3I. Full 
lines denote the results when electron attachment is treated as a non-conservative process, while the dashed lines represent our results when 
electron attachment is treated as a conservative inelastic process with zero energy loss.
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as compared to the discrete rescaling and swarm duplication. 
The results of the first scenario are presented by dashed lines 
while the second scenario where electron attachment is treated 
as a true non-conservative process, is represented by full lines.

When electron attachment is treated as a conservative ine-
lastic process, the spatial profile of electrons has a well defined 
Gaussian profile with a small bias induced by the effect of 
electric field. The non-symmetrical feature of spatial profile 
is further enhanced with increasing E/n0. While for lower E/n0 
the spatial variation of the average energy is relatively low, 
for higher E/n0, e.g. for E/n0 of 59 Td the slope of the average 
energy is quite high, indicating that the electron swarm energy 
distribution is normally spatially anisotropic. It is important 
to note that there are no imprinted oscillations in the spatial 
profile of the electrons or in the profile of the average energy 
which is a clear sign that the collisional energy loss is gov-
erned essentially by ’continuous’ energy loss processes [32].

When electron attachment is treated as a true non- 
conservative process, the spatial profile and the average 
energy of electrons are drastically changed. For all consid-
ered reduced electric fields spatially resolved average energy 
is greater as compared to the case when electron attachment is 
treated as a conservative inelastic process. For E/n0 of 1.7 and 
4.6 Td the spatial profiles of electrons depart from a typical 
Gaussian shape. For 1.7 Td there is very little spatial variation 
in the average energy along the swarm. When E/n0  =  4.6 Td, 
however, the spatial profile is skewed, asymmetric and shifted 
to the left. This shift corresponds approximately to the differ-
ence between bulk drift velocities in the two scenarios. We 
observe that the trailing edge of the swarm is dramatically cut 
off while the average energy remains essentially unaltered. At 
the leading edge of the swarm, however, we observe a sharp 
jump in the average energy which is followed by a sharp drop-
off. In addition, the height of spatial profile is significantly 
increased in comparison to the Gaussian profile of the swarm 
when electron attachment is treated as a conservative inelastic 
process. For higher E/n0 the signs of explicit effects of elec-
tron attachment are still present but are significantly reduced. 
For E/n0  =  10 Td the spatial dependence of the average 
energy is almost linear with a small jump at the leading edge 
of the swarm. Comparing trailing edges of the swarms at 4.6 
and 10 Td we see that for higher electric field the spatial pro-
file of electrons is by far less cut off. This suggests that for 
increasing E/n0 there are fewer and fewer electrons that are 
consumed by electron attachment. Finally, for E/n0  =  59 Td 
the spatial profile of electrons is exactly the same as the profile 
obtained under conditions when electron attachment is treated 
as a conservative inelastic process.

The spatially resolved attachment rates are displayed in 
figure 9 and are calculated under the same conditions as for the 
spatial profile of the electrons and spatially averaged energy. 
We see that the attachment rate peaks at the trailing edge of 
the swarm where the average energy of the electrons is lower. 
Attachment loss of these lower energy electrons causes a for-
ward shift to the swarm centre of mass, with a corresponding 
increase in the bulk drift velocity. For increasing E/n0, the 
spatially resolved attachment rate coefficients are reduced and 
linearly decrease from the trailing edge towards the leading 

part of the swarm. At the same time the electrons at the leading 
edge of the swarm have enough energy to undergo ionization. 
This suggests much less explicit influence of electron attach-
ment on the electron swarm behavior. As a consequence, NDC 
is removed from the profile of the bulk drift velocity.

In addition to the explicit effects of electron attachment 
there are implicit effects due to energy specific loss of elec-
trons, which changes the swarm energy distribution as a 
whole, and thus indirectly changes the swarm flux. Generally 
speaking, it is not possible to separate the explicit from 
implicit effects, except by analysis with and without the elec-
tron attachment. Using these facts as motivational factors, in 
figure 10 we show the electron energy distribution functions 
for the same four values of E/n0 considered above. The elec-
tron energy distribution functions are calculated when elec-
tron attachment is treated as a true non-conservative process 
(full line) and under conditions when electron attachment is 
assumed to be a conservative inelastic process (dashed line). 
As for electrons in SF6, we observe a ‘hole burning’ effect in 
the energy distribution function which is certainly one of the 
most illustrative examples of the implicit effects. Likewise, 
we see that the high energy tail of the distribution function 
falls off very slowly even slower than for Maxwellian. Under 
these circumstances, when the actual distribution function 
significantly deviates from a Maxwellian, the numerical 
schemes for solving the Boltzmann equation in the framework 
of moment methods usually fail. Indeed, for E/n0 less than 
approximately 20 Td we have found a sudden deterioration in 
the convergence of the transport coefficients which was most 
pronounced for the bulk properties. Furthermore, we see that 
the ‘hole burning’ effect is not present when electron attach-
ment is treated as a conservative inelastic process. The lower 
energy part of the distribution function is well populated while 
high energy part falls off rapidly. For increasing E/n0 and 
when electron attachment is treated as a true non-conservative 
process, the effect of hole burning is reduced markedly while 

Figure 9. Spatially resolved attachment rate coefficient for a range 
of E/n0 as indicated on the graph. Calculations are performed for 
electrons in CF3I.
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the high energy part of the distribution function coincides with 
the corresponding one when electron attachment is treated as 
a conservative inelastic process.

Before embarking on a discussion of our results for dif-
fusion coefficients, one particular point deserves more men-
tion. NDC phenomenon in the bulk drift velocity has not been 
experimentally verified, neither for SF6 nor for CF3I. On the 
other hand, as we have already seen, the two entirely different 
theoretical techniques for calculating the drift velocity pre-
dict the existence of the phenomenon. Thus, it would be very 
useful to extend the recent measurements of the drift velocity 
in both SF6 and CF3I to lower E/n0 with the aim of confirming 
the existence of NDC. On the other hand, such measurements 
are most likely very difficult, even impossible due to rapid 
losses of electron density in experiment.

3.1.3. Diffusion coefficients. Variations of the longitudinal 
and transverse diffusion coefficients with E/n0 for electrons in 
SF6 are displayed in figures 11 and 12, respectively. From the 
E/n0-profiles of the longitudinal and transverse flux diffusion 
coefficients, we observe that different rescaling procedures for 
Monte Carlo simulations agree very well. For the bulk comp-
onents, the agreement is also very good for intermediate and 
higher E/n0 and only in the limit of the lowest E/n0 the agree-
ment is deteriorated. Over the range of E/n0 considered we see 
that there is an excellent agreement between continuous and 
discrete rescaling.

Comparing Monte Carlo and BOLSIG+  results, the devia-
tions are clearly evident. They might be attributed to the 
inaccuracy of the two term approximation of the Boltzmann 
equation  which is always considerably higher for diffusion 
than for the drift velocity. For higher E/n0, inelastic collisions 
are significant and the distribution function deviates substanti-
ally from isotropy in velocity space. In these circumstances, 

the two term approximation of the Boltzmann equation fails 
and multi-term Boltzmann equation analysis is required. For 
lower E/n0, however, the role of inelastic col lisions is of less 
significance, but still discrepances between the BOLSIG+  and 
Monte Carlo results are clearly evident, particularly for the 
longitudinal diffusion coefficient. This suggests that further 
analyses of the impact of electron attachment on the distribu-
tion function in velocity space of electrons in SF6 would be 
very useful.

From the profiles of the longitudinal diffusion coefficient 
at lower and intermediate values of E/n0 we observe the fol-
lowing interesting points. In contrast to drift velocity (and 
transverse diffusion coefficient shown in figure  12) we see 

Figure 10. Energy distribution functions for four different E/n0 for electrons in CF3I. Black lines denote the results when electron 
attachment is treated as non-conservative process while dashed red lines represent our results when electron attachment is treated as a 
conservative inelastic process.

Figure 11. Variation of the longitudinal diffusion coefficient with 
E/n0 for electrons in SF6. Monte Carlo results using three different 
techniques for electron number density compensation are compared 
with the BOLSIG+  results.
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that the bulk diffusion coefficient is smaller than the corre-
sponding flux component. This indicates that the decrease in 
electron numbers due to attachment weakens diffusion along 
the field direction. As already discussed, attachment loss of 
electrons from the trailing edge of the swarm causes a forward 
shift to the swarm centre of mass, with the corresponding 
increases in the bulk drift velocity and mean energy. The same 
effects result in an enhancement of the flux longitudinal dif-
fusion. It should be noted that when attachment heating takes 
place, the opposite situation (bulk is higher than flux) has 
also been reported [25]. This is a clear sign that the energy 
dependence of the cross sections  for electron attachment is 
of primary importance for the analysis of these phenomena. 
For higher E/n0, however, where the contribution of ionization 
becomes important, we observe that the diffusion is enhanced 
along the field direction, e.g. the bulk dominates the flux. This 
is always the case if the collision frequency for ionization is 
an increasing function of the electron energy, independently 
of the gaseous medium considered.

From the profiles of the transverse diffusion coefficient 
the bulk values are greater than the corresponding flux values 
over the range of E/n0 considered in this work. Only in the 
limit of the lowest E/n0 the opposite situation holds: the flux is 
greater than the bulk. In contrast to the longitudinal diffusion, 
spreading along the transverse directions is entirely deter-
mined by the thermal motion of the electrons. The flux of the 
Brownian motion through a transverse plane is proportional 
to the speed of the electrons passing through the same plane. 
Therefore, the higher energy electrons contribute the most to 
the transversal expansion, so attachment heating enhances 
transverse bulk diffusion coefficient.

Figures 13 and 14 show the variations of the longitudinal 
and transverse diffusion coefficients with E/n0 for electrons in 
CF3I, respectively. From the E/n0-profiles of the bulk diffu-
sion coefficients we observe an excellent agreement between 
different rescaling procedures for E/n0  >  10 Td. The same 
applies for the flux component of the longitudinal diffusion. 

For E/n0  <  10 Td the agreement is poor for bulk components, 
particularly between the continuous rescaling from one side 
and discrete rescaling and/or swarm duplication from the 
other side. The agreement is better for the flux components.

Comparing Monte Carlo and BOLSIG  +  results, we see 
that the maximum error in the two term approximation, for 
both diffusion coefficients occurs at lower and higher E/n0. In 
contrast to SF6, CF3I has rapidly increasing cross sections for 
vibrational excitations in the same energy region where the 
cross section  of momentum transfer in elastic collisions 
decreases with the electron energy. Under these conditions, 
the energy transfer is increased and collisions no longer have 
the effect of randomizing the direction of electron motion. As 
a consequence, the distribution function deviates significantly 
from isotropy in velocity space and two term approximation 
of the Boltzmann equation fails.

Figure 12. Variation of the transverse diffusion coefficient with 
E/n0 for electrons in SF6. Monte Carlo results using three different 
techniques for electron number density compensation are compared 
with the BOLSIG+  results.

Figure 13. Variation of the longitudinal diffusion coefficient with 
E/n0 for electrons in CF3I. Monte Carlo results using three different 
techniques for electron number density compensation are compared 
with the BOLSIG+  results.

Figure 14. Variation of the transverse diffusion coefficient with 
E/n0 for electrons in CF3I. Monte Carlo results using three different 
techniques for electron number density compensation are compared 
with the BOLSIG+  results.
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When considering the differences between the bulk and 
flux values of diffusion coefficients the situation is much more 
complex comparing to SF6. From the E/n0-profiles of the lon-
gitudinal diffusion coefficient one can immediately see that 
for lower and higher E/n0, the bulk is greater than the corre-
sponding flux values while at intermediate E/n0 the opposite 
situation holds: the flux is greater than the bulk. The behavior 
of the transverse diffusion coefficient is less complex, as over 
the entire of E/n0 the bulk is greater that the corresponding 
flux values.

As we have demonstrated, in contrast to drift velocity the 
behavior and differences between the bulk and flux diffusion 
coefficients is somewhat harder to interpret. This follows from 
the complexity of factors which contribute to or influence the 
diffusion coefficients. The two most important factors are the 
following: (a) the thermal anisotropy effect resulting from 
different random electron motion in different directions; and  
(b) the anisotropy induced by the electric field resulting from 
the spatial variation of the average energy and local average 
velocities throughout the swarm which act so as to either inhibit 
or enhance diffusion. Additional factors include the effects of 
collisions, energy-dependent total collision frequency, and 
presence of non-conservative collisions. Couplings of these 
individual factors are always present and hence sometimes it 
is hard to elucidate even the basic trends in the behavior of 
diffusion coefficients. In particular, to understand the effects 
of electron attachment on diffusion coefficients and associated 
differences between bulk and flux components, the variation 
in the diffusive energy tensor associated with the second-order 
spatial variation in the average energy with E/n0 should be 
studied. This remains the program of our future work.

3.1.4. Rate coefficients. In figure 15 we show the variation of 
steady-state Townsend ionization and attachment coefficients 
with E/n0 for electrons in SF6. The agreement between differ-
ent rescaling procedures and BOLSIG+  code is very good. 
It is important to note that the agreement is very good, even 
in the limit of the lowest E/n0 considered in this work where 
the electron energy distribution function is greatly affected 
by electron attachment. The curves show expected increase 
in /α n0 and expected decrease in /η n0, with increasing E/n0. 
The value obtained for critical electric field is 361 Td which 
is in excellent agreement with experimental measurements of 
Aschwanden [80].

In figure 16 we show variation of the steady-state Townsend 
ionization and attachment coefficients with E/n0 for electrons 
in CF3I. The agreement between different rescaling procedure 
and BOLSIG+  code is excellent for ionization coefficient. 
From the E/n0-profile of attachment coefficient, we see that 
the continuous rescaling slightly overestimates the remaining 
scenarios of computation. The critical electric field for CF3I 
is higher than for SF6. This fact has been recently used as a 
motivational factor for a new wave of studies related to the 
insulation characteristics of pure CF3I and its mixture with 
other gases, in the light of the present search for suitable alter-
natives to SF6. The value obtained for critical electric field 
in our calculations is 440 Td which is in close agreement 
with experimental measurements under steady-state [63, 81] 

and pulsed-Townsend [82] conditions, as well as with recent 
calcul ations performed by Kawaguchi et al [58] and Deng and 
Xiao [52].

3.2. Recommendations for implementation

In this section, we discuss the main features of the rescaling 
procedures and we give recommendations on how to use 
them in future Monte Carlo codes. Based on our experience 
achieved by simulating the electron transport in SF6, CF3I 
and other attaching gases, we have observed that if correctly 
implemented the procedures generally agree very well. The 
agreement between different rescaling procedures is always 
better for the flux than for the bulk properties. We found a 
poor agreement for the bulk diffusion coefficients, particularly 
for the lower E/n0 while for mean energy, drift velocity and 

Figure 15. Variation of the rate coefficients with E/n0 for electrons 
in SF6. Monte Carlo results using three different techniques for 
electron number density compensation are compared with the 
BOLSIG+  results.

Figure 16. Variation of the rate coefficients with E/n0 for electrons 
in CF3I. Monte Carlo results using three different techniques for 
electron number density compensation are compared with the 
BOLSIG+  results.
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rate coefficients the agreement is reasonably good. For lower 
E/n0 when the distribution function is extremely affected by 
electron attachment, the agreement between swarm duplica-
tion and discrete rescaling is also good. This is not surprising 
as these two techniques are essentially the same.

In terms of implementation, the Monte Carlo codes can 
be relatively easily upgraded with the procedures for swarm 
duplication and/or discrete rescaling. Special attention 
during the implementation of these procedures should be 
given to the choice of the length of time steps after which 
the cloning of the electrons is done. If the length of this time 
step appears to be too long as compared to the time constant 
which corresponds to the attachment collision frequency, 
then the distribution function could be disturbed due to a low 
statistical accuracy. In other words, depleting certain pockets 
of the EEDF means that those cannot be recovered at all. On 
the other hand, if the length of the time steps is too small, 
the speed of simulation could be significantly reduced. The 
implementation of the continuous rescaling procedure is 
somewhat more complicated.

Which procedure is, the most flexible? It is difficult to 
answer this question because the answer depends on the cri-
teria of flexibility. If the criterion for flexibility is associated 
with the need for a priori estimates which are necessary for 
setting the simulation, then the technique of continuous res-
caling is certainly the most flexible. Once implemented, and 
thoroughly tested this procedure allows the analysis of elec-
tron transport in strongly attaching gases regardless of the 
energy dependence of the cross section  for electron attach-
ment. On the other hand, for the analysis of electron transport 
in weakly attaching gases, the discrete rescaling is very con-
venient because it is easier for implementation into the codes 
and less demanding in terms of the CPU time.

In terms of reliability and accuracy, the comparison of 
the results obtained for various transport properties using the 
rescaling procedures for Monte Carlo simulations and the 
Boltzmann equation  codes shows that the rescaling proce-
dures described herein are highly reliable. It should be noted 
that only the multi term codes for solving the Boltzmann 
equation may offer the final answer. Restrictions of the TTA 
for solving the Boltzmann equation were demonstrated many 
times in the past [7, 31], especially when it comes to the calcul-
ations of diffusion coefficients. Testing and benchmarking 
against other Boltzmann solvers are currently ongoing.

3.3. Experiments in strongly attaching gases: difficulties 
induced by non-hydrodynamic effects

It must be noted at this point that most processes scale with 
pressure, so the independence on pressure would be main-
tained and so would be the equilibration of EEDFs affected 
by excessive attachment. Most of the processes fall into that 
category. These processes are best visualized in an infinite 
uniform environment. Standard swarm experiments are built 
in such a way that boundaries are not felt over appreciable 
volume and thus, they mimic hydrodynamic conditions very 
well. However, going to high E/n0 requires operating at lower 
pressures and there the boundaries may be felt over a larger 

portion of the volume. In general, whenever boundaries of any 
kind are introduced selective losses resulting in very different 
mean free paths of different groups of particles may lead to 
selective losses. The resulting holes in the distribution may be 
filled in by collisions, so when considerable selective losses 
are introduced results may become the pressure dependent 
(even when the cross section is not dependent on the pres sure). 
The same is true for temporal limitations. For example, if the 
frequency of collisions is small, so that the mean free time is 
comparable to the time required to accelerate to energies where 
cross sections decrease with the electron energy, the runaway 
effects may be developed. Similar effects may be created due 
to temporal variations of the field that do not allow full equili-
bration. The pressure dependence of the results will develop 
under such conditions (and so would the dependence on the 
size of the vessel). The development of a non- hydrodynamic 
theory for solving the Boiltzmann  equation  is difficult and 
the best solution is a Monte Carlo simulation technique. For 
that reason, rescaling procedures are essential in modeling of 
the non-hydrodynamic (non-local)  development of charged 
 particle ensembles.

Experiments in gases with a very large attachment (typi-
cally at low energies) may be difficult to carry out due to a 
large loss of electrons. The fact that experiments in diluted gas 
mixtures of such gases may be feasible, means that cross sec-
tions may be obtained. Yet, one should be aware of two main 
problems. Even in such mixtures and depending on the size 
of the experiment, attachment may be high enough to induce 
depletion of the distribution function thus making results 
pressure dependent or abundance dependent. If one wants to 
extend the calculations to pure attaching gas for smaller ves-
sels and pressures, one needs to be aware that only techniques 
that take full non-hydrodynamic description of the swarm 
development, are required. Similar effects have been observed 
in gases always associated with strong attachment such as 
oxygen [76] and water vapor [83]. In any case, the critical 
effects that include NDC for bulk drift velocity as a result of 
excessive loss of electrons in attachment can be observed in 
gases like SF6 and CF3I based on hydrodynamic expansion 
and even based on the two term theory provided that theory 
takes into account the explicit and implicit non-conservative 
effects of the attachment.

4. Conclusion

In this paper, we have presented the development, imple-
mentation and benchmarking of the rescaling procedures for 
Monte Carlo simulations of electron transport in strongly 
attaching gases. The capabilities of the rescaling procedures 
have been described by systematic investigation of the influ-
ence of electron attachment on transport coefficients of elec-
trons in SF6 and CF3I. Among many important points, the key 
results arising from this paper are:

 (1) We have presented two distinctively different methods for 
compensation of electrons in Monte Carlo simulations of 
electron transport in strongly attaching gases, e.g. the dis-
crete and the continuous procedures. In order to avoid the 
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somewhat arbitrary choice of the fictitious ionization rate, 
we have extended the continuous rescaling procedure, 
initially developed by Li et al [61], by introducing a time-
dependent collision frequency for the fictitious ionization 
process.

 (2) One of the initial motivating factors for this work was 
to provide accurate data for transport properties of elec-
trons in SF6 and CF3I which are required as input in fluid 
models of plasma discharges. In this work, for the first 
time, we have calculated the mean energy, drift velocity 
and diffusion coefficients as well as rate coefficients for 
lower E/n0 for electrons in SF6 and CF3I.

 (3) We have demonstrated the differences which can exist 
between the bulk and flux transport coefficients and the 
origin of these differences. Our study has shown that the 
flux and bulk transport properties can vary substantially 
from one another, particularly in the presence of intensive 
attachment heating. Thus, one of the key messages of this 
work is that theories which approximate the bulk trans-
port coefficients by the flux are problematic and generally 
wrong.

 (4) We have demonstrated and interpreted physically the 
phenomenon of the anomalous behavior of the mean 
energy of electrons in SF6, in which the mean energy 
is reduced for increasing E/n0. The phenomenon was 
associated with the interplay between attachment heating 
an inelastic cooling. The same phenomenon has not been 
observed for electrons in CF3I indicating that the role of 
the cross sections is vital.

 (5) We have explained and identified a region of NDC in the 
bulk drift velocity, originating from the explicit influ-
ence of electron attachment. The phenomenon has been 
explained using the concept of spatially-resolved trans-
port properties along the swarm.

 (6) The publicly available two term Boltzmann solver, 
BOLSIG+, has been shown to be accurate for calcul-
ations of mean energy, drift velocity and rate coefficients 
for electrons in SF6 and CF3I. On the other hand, 
significant differences between our Monte Carlo and 
BOLSIG+  results for diffusion coefficients have been 
observed, particularly for electrons in CF3I in the limit of 
the lowest E/n0 considered in this work.

Various rescaling procedures for Monte Carlo simulations 
described in this work have recently been applied to modeling 
of electron transport in strongly attaching gases under the 
influence of time-dependent electric and magnetic fields. It 
will be challenging to investigate the synergism of magnetic 
fields and electron attachment in radio-frequency plasmas. 
Likewise, the remaining step to be taken, is to apply the res-
caling procedures presented in this work to investigate the 
influence of positronium formation on the positron transport 
properties. This remains the focus of our future invest igation. 
Finally, we hope that this paper will stimulate further dis-
cussion on methods of correct representation of the effects 
induced by electron attachment on transport properties of 
electrons in strongly attaching gases.
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Abstract
We study the transport of electrons and propagation of the negative ionisation fronts in indium
vapour. Electron swarm transport properties are calculated using a Monte Carlo simulation
technique over a wide range of reduced electric fields E/N (where E is the electric field and N
is the gas number density) and indium vapour temperatures in hydrodynamic conditions, and
under non-hydrodynamic conditions in an idealised steady-state Townsend (SST) setup. As
many indium atoms are in the first (5s25p)2P3/2 metastable state at vapour temperatures of a
few thousand Kelvin, the initial Monte Carlo code was extended and generalized to consider
the spatial relaxation and the transport of electrons in an idealised SST experiment, in the
presence of thermal motion of the host-gas atoms and superelastic collisions. We observe a
significant sensitivity of the spatial relaxation of the electrons on the indium vapour
temperature and the initial conditions used to release electrons from the cathode into the space
between the electrodes. The calculated electron transport coefficients are used as input for the
classical fluid model, to investigate the inception and propagation of negative ionisation fronts
in indium vapour at various E/N and vapour temperatures. We calculate the electron density,
electric field, and velocity of ionisation fronts as a function of E/N and indium vapour
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temperature. The presence of indium atoms in the first (5s25p)2P3/2 metastable state
significantly affects the characteristics of the negative ionisation fronts. The transition from an
avalanche into a negative ionisation front occurs faster with increasing indium vapour
temperature, due to enhanced ionisation and more efficient production of electrons at higher
vapour temperatures. For lower values of E/N, the electron density behind the streamer front,
where the electric field is screened, does not decay as one might expect for atomic gases, but it
could be increased due to the accumulation of low-energy electrons that are capable of
initiating ionisation in the streamer interior.

Keywords: indium vapour, electron transport, negative streamers, ionisation, Monte Carlo,
fluid simulations

(Some figures may appear in colour only in the online journal)

1. Introduction

Studies of electron swarm transport processes inmetal vapours
go back many years, for example to the Franck–Hertz exper-
iment and the genesis of quantum physics [1]. Yet much
remains to be understood from a fundamental point of view
[2–5]. Early studies of electron transport in metal vapours
were limited to the vapours of mercury, caesium, and other
alkali metals, due to the many technical difficulties associated
with the control of high temperatures in swarm experiments.
In addition to decades of studying the transport of electrons
in mercury vapour [6–11], swarm studies were performed in
the vapours of sodium, potassium, and caesium [12] while the
experimental results of breakdown voltages and V–I charac-
teristics were measured for sodium, potassium, cadmium, and
zinc [13]. The primary driving force behind these early studies
was themodelling and optimization of light sources containing
mercury [8, 14, 15], sodium [16, 17], and zinc [18, 19]. Other
applications include themodelling of a gas laser [20], the mag-
netohydrodynamics of arcs [21], and a post-arc breakdown
plasma [22].

Recently, a new wave of studies on electron scattering in
metal vapours has triggered the modelling and analysis of
electron transport and different types of plasma discharges in
those vapours. The B-spline R-matrix (close-coupling) with
pseudo-states method was employed to calculate the cross
sections for electron collisions with caesium atoms [23, 24],
and those calculated cross sections were then used to model an
excimer-pumped alkali laser with caesium as one of the con-
stituent species [24]. The cross sections for the scattering of
electrons from zinc [25] and magnesium [26] vapours were
recently calculated, using both non-relativistic and relativistic
optical-potential methods. The computed cross-sections were
subsequently used as input to solve the Boltzmann equation to
calculate the electron swarm transport coefficients. The pub-
licly available two-termBoltzmann equation solver BOLSIG+
[27], as well as the Monte Carlo code METHES [28], were
recently used to investigate the electron transport and break-
down in a copper vapour post-arc plasma [22]. The relativistic
complex optical potential method has also been used to study
electron–beryllium scattering [29].

As part of our ongoing investigations of electron scatter-
ing and transport in metal vapours, we report in this paper
on our study of electron transport and propagation of nega-
tive ionisation fronts in indium vapour. Indium (In) is a soft,
grey metallic element with an atomic number of 49. It belongs
to the group-III elements of the periodic table and has two sta-
ble isotopes, 115In and 113In, with abundances of 95.7% and
4.3%, respectively.With an electronic configuration 4d105s25p
indium is the first in a series of the 5p elements in the peri-
odic table, and most commonly donates the three outermost
electrons to become In3+ [30]. In certain cases, however, the
5s-electron pair is not donated, resulting in In+ [31]. Because
of its low melting point of 429.75 K, indium has been recog-
nized as a material with great potential for many technological
applications. For example, as an indium tin oxide it is used to
produce transparent electrodes in liquid-crystal displays [32],
and it is also employed as a light filter in low-pressure sodium
lamps. Furthermore, indium has numerous semi-conductor-
related applications, including the use of InAs and InSb for
low-temperature transistors and InP for high-temperature tran-
sistors [33]. Furthermore, InGaN and InGaP are found in both
light-emitting diodes and laser diodes [34].

Even though the above-mentioned applications of indium
are of great importance in fundamental science and modern
technology, the basic motivating factors in the study of elec-
tron scattering and transport in indium vapour relate to the
modelling of plasma discharges. Since the use of toxic mer-
cury in low-pressure and high-pressure light sources is highly
limited in both the European Union and many other coun-
tries, there is a strong incentive nowadays to find a less toxic
material as an alternative to mercury. For low-pressure dis-
charge lamps, one option would be to use mixtures of halo-
gen–indium compounds with argon [35–37]. The collisional-
radiative models of such systems require the knowledge of
electron swarm transport coefficients, including rate coeffi-
cients for various collisional processes such as ionisation and
electron-impact excitation. It is clear that further optimiza-
tion and understanding of indium-based light sources crucially
depends on an accurate knowledge of the cross sections for
electron–indium scattering, the relevant transport coefficients,
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and in appreciating the physical processes involved in indium
vapour discharges.

While electron scattering in indium vapour has been thor-
oughly discussed in our recent publications [38, 39], in the
present paper we focus on electron transport processes and
the propagation of negative ionisation fronts. To that end,
electron swarm transport coefficients are calculated using a
Monte Carlo simulation technique under hydrodynamic con-
ditions, and also for non-hydrodynamic conditions in an ide-
alised steady-state Townsend (SST) setup, over a wide range
of reduced electric fields (E/N) and indium vapour tem-
peratures. In particular, the initial Monte Carlo code, which
was specifically developed to study the spatial relaxation
of electrons in an idealised SST experiment [40–42], was
extended and generalized for the present work to investigate
the effects of gas temperature in the presence of electron-
impact ionisation of indium atoms in the ground state and the
lowest-lyingmetastable state.We comprehensively studied the
influence of the indium metastable state (5s25p)2P3/2 at tem-
peratures of several thousand Kelvin on the electron transport
and the spatial relaxation of the electrons. To the best of our
knowledge, we present the first systematic investigation for
the spatial relaxation of electrons in hot metal vapours, where
thermal motion of the background atoms and their influence
on the electrons are rigorously considered by implementing
electron collisions with the indium atoms in the metastable
state (5s25p)2P3/2, including the effects of superelastic
collisions.

The second major objective of the present study is to sim-
ulate negative ionisation fronts in indium vapour. Due to the
high accelerating voltages in high-pressure light sources, the
transition from an electron avalanche into a streamer is a rapid
process, which has been studied both experimentally and by
means of numerical simulations [43, 44]. It has been shown
that streamer-like ionising channels can originate from both
the anode and the cathode, and that they can propagate through
the gas volume as well as along the inner wall of the dis-
charge lamp. In particular, the first phase of the streamer-
breakdown is characterized by a constricted streamer process
between the electrode tips [43]. In combination with mercury,
indium vapour may serve in high-intensity discharge lamps as
a radiation-emitting substance due to its high-vapour pressure
and because its emitted radiation covers the UV and visible
ranges of the spectrum. Therefore, it is clear that studies of the
development of an electron avalanche and its transition into a
streamer in indium vapour may support investigations to find
the optimal discharge conditions and increase the plasma effi-
ciency. In order to simulate the inception and propagation of
negative ionisation fronts in indium vapour, we here apply the
classical fluid model, which is based on the drift–diffusion
approximation, the local field approximation, and Poisson’s
equation. This model is implemented numerically in 1D and
1.5D configurations. Our calculated electron swarm transport
coefficients, including the ionisation coefficient, drift veloc-
ity, and longitudinal diffusion coefficient, are used as input
data in this model. However, it should be noted that in the
present work we are not attempting to model the inception
of the cathode-directed streamers, due to the accumulation of

positive space charge near the cathode, nor do we attempt to
consider the effects of the breakdown voltage on the parame-
ters of the equivalent circuit. Both remain the subject of future
studies. Instead, we isolate and investigate the dynamics of the
negative ionisation fronts only, and in particular we study the
effects of varying the indiumvapour temperature on the forma-
tion and development of those negative ionisation fronts under
the action of an externally applied electric field.

The remainder of this paper is organized as follows. In
section 2 we briefly present a set of cross sections for elec-
tron scattering in indium vapour, including those for excita-
tion from the ground state (5s25p)2P1/2 and the first excited
metastable state (5s25p)2P3/2. In section 3.1 we present the
methods of our calculations, including the basic elements of
our Monte Carlo approach for simulating the electron swarm
transport properties under hydrodynamic and SST conditions.
In section 3.2 we present the basic elements of the classical
1.5D fluid model, which is used for studying the development
of an electron avalanche, and its transition into a negative ion-
isation front in indium vapour. The results of this work are
then given in section 4. Specifically, in section 4.2 we show
the variation of the electron swarm transport coefficients with
E/N and indium vapour temperature, while in section 4.3
we present the results of our study under non-hydrodynamic
conditions in an idealised SST setup. Results describing the
development of an electron avalanche and its transition into a
negative ionisation front are presented in section 4.4. Finally,
we summarize our conclusions in section 5 and also provide an
outlook regarding possible future studies of electron transport
and streamer discharges in indium vapour.

2. Cross sections for electron scattering in indium
vapour

2.1. Elastic momentum transfer, electronic excitations and
total ionisation

In this work, we utilize the cross sections for electron scatter-
ing in indium vapour, which have recently been generated and
discussed in detail in our previous publications [38, 39] and
to which we refer the interested reader. Here we simply note
that the elastic momentum transfer cross section, for energies
from0.001 eV to 10 000 eV, and for scattering from the ground
(5s25p)2P1/2 level, is tabulated in reference [39]. Uncertainty
estimates of∼ ±20% for electron energies less than 3 eV and
∼ ±15% for energies above 3 eV were quoted [39]. The elas-
tic momentum transfer cross section for scattering from the
lowest-lying (5s25p)2P3/2 metastable state is also tabulated in
reference [39].

Cross sections for discrete inelastic transitions from the
2P1/2 ground state and the close-lying metastable 2P3/2 level
were calculated using a relativistic B-spline R-matrix (DBSR)
method byHamilton et al [39]. In particular, 21 discrete inelas-
tic cross sections for excitation from the ground state and 21
discrete inelastic cross sections for excitation from the lowest
metastable state were provided [39]. Among many interesting
points, near-threshold structures in the majority of the discrete
inelastic cross sections were reported [39].
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The total ionisation cross section for indium atoms initially
in the electronic ground state was determined for energies
from threshold to 10 000 eV in [39]. The quoted uncertainty
on those data was ∼ ±20% [39]. The total ionisation cross
section for indium atoms in the first (5s25p)2P3/2 metastable
state (0.274 eV), was estimated by simply moving its thresh-
old from that of the ground state (5.786 eV) downward
by 0.274 eV.

2.2. Superelastic collisions

One of the objectives of the present work is to study the
effects of the indium vapour temperatures on electron trans-
port and the propagation of negative ionisation fronts. To do
this, we need to take into account superelastic collisions in our
MonteCarlo simulations and/or the solutions of the Boltzmann
equation. As pointed out in our previous work [39], the ther-
mal energy at T = 1260 K is 3

2kT ≈ 0.163 eV, i.e. near the
threshold energy of the first (5s25p)2P3/2 metastable state. It
is therefore important to consider the influence of superelastic
collisions on electron transport at indium vapour temperatures
of a few thousand Kelvin.

Cross sections for superelastic collisions can be evaluated
by applying the principle of microscopic reversibility and
detailed balance in a thermal equilibrium. According to this
fundamental principle, the cross section for superelastic col-
lision σs may be calculated from the cross section σ j for the
discrete inelastic transition to the state j, with the threshold
energy ε j and statistical weight gj, as

σs (ε) =
g0
g j

ε+ ε j
ε

σ j

(
ε+ ε j

)
, (1)

where g0 is the statistical weight of the ground state.
In figure 1 we show the fractional populations of indium

atoms in the ground (5s25p)2P1/2 state, the first excited
(5s25p)2P3/2 metastable state, and the sum of all the upper
excited states, as a function of the indium vapour tempera-
ture. At T = 1260 K, we observe that 86% of indium atoms
are in the ground (5s25p)2P1/2 state while the remaining 14%
are in the first (5s25p)2P3/2 metastable state. Similarly, but
now at T = 3260 K, 57% of the indium atoms are in the
ground (5s25p)2P1/2 state while the remaining 43% of indium
atoms are in the metastable state. The fractional populations
of the third and higher excited levels are only larger than 1%
at T = 7260 K and higher temperatures. Thus, we limit our
calculations to an upper limit of T = 5260 K.

The cross sections for electron scattering in indium vapour
from the ground state (5s25p)2P1/2 level and the close-by
metastable (5s25p)2P3/2 level are displayed in figures 2 and
3, respectively. The total cross section for superelastic colli-
sions is multiplied with the corresponding fractional popula-
tions of the first excited metastable state at 1260 K, 3260 K
and 5260 K, and these quantities are also included in figures 2
and 3, respectively. Note that the cross sections for elastic
momentum transfer, inelastic discrete transitions and ioniza-
tion should be multiplied with the corresponding weighting
factors to account for the appropriate fractional populations

Figure 1. Fractional populations of indium atoms in the
(5s25p)2P1/2 ground state, the first excited (5s25p)2P3/2 metastable
state, and the sum of all higher excited states, as a function of the
indium vapour temperature.

of the ground state (5s25p)2P1/2 and the metastable state
(5s25p)2P3/2 at the temperature being considered.

3. Methods of calculations

3.1. Monte Carlo simulations

In Monte Carlo simulations, we follow the spatial and tem-
poral evolution of a large number of electrons moving under
the action of an external electric field in a spatially homoge-
nous indium vapour. Under swarm conditions, the electron
density is sufficiently low, so that only electron collisions with
indium atoms are taken into account. Electrons gain energy
from the externally applied electric field and in superelastic
collisions with excited indium atoms. This energy input is
released through binary collisions between the electrons and
the atoms. Thermal motion of the background indium atoms
and their influence on the electrons are taken into account.
We implemented an algorithm for calculating the collision fre-
quency in the case when thermal motion of the background
indium atoms with a Maxwellian velocity distribution can-
not be neglected [45]. We assume isotropic scattering in the
electronic excitation and ionisation collisions. The anisotropic
nature of elastic collisions is implicitly included through the
use of the elastic momentum transfer cross section. The energy
available for division after an ionising collision is given by
the difference between the incident electron energy and the
indium ionisation energy, here modelled as a constant value
of 5.786 eV for indium atoms in the ground state and a value
of 5.512 eV for indium atoms in the first excited metastable
state. To allocate the available energy to the two-post collision
electrons, a random fraction of the available energy is awarded
to one electron, with the remaining energy being awarded
to the second electron. In other words, the available energy
is distributed assuming a uniform distribution indicating that
all fractions of the available energy post-collision are equally
probable.
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Figure 2. Integral cross sections for electron scattering in indium vapour for atoms in the ground state (5s25p)2P1/2. The left panel shows
the elastic momentum transfer (1), total ionization (2), and quantities that are obtained by multiplying the total cross section for superelastic
collisions with the corresponding fractional populations of the first excited metastable state at indium vapour temperatures of 1260 K,
3260 K, and 5260 K. The left panel also includes the following discrete inelastic transitions: (5s25p)2P3/2 (3), (5s26s)2S1/2 (4), (5s26p)2P1/2

(5), (5s26p)2P3/2 (6), (5s25d)2D3/2 (7), (5s25d)2D5/2 (8), (5s24p)2P1/2 (9), (5s24p)2P3/2 (10), (5s27s)2S1/2 (11) and (5s24p)2P5/2 (12). The
right panel includes the following discrete inelastic transitions: (5s27s)2P1/2 (13), (5s27s)2P3/2 (14), (5p26d)2D3/2 (15), (5p26d)2D5/2 (16),
(5p24 f )2F7/2 (17), (5p24 f )2F5/2 (18), (5p28s)2S1/2 (19), (5p28s)2P1/2 (20), (5s27d)2D3/2 (21), (5s27d)2D5/2 (22) and (5s28p)2P3/2 (23).

Figure 3. Integral cross sections for electron scattering in indium vapour for atoms in the metastable state (5s25p)2P3/2. The left panel
shows the elastic momentum transfer (1), total ionization (2), and quantities that are obtained by multiplying the total cross section for
superelastic collisions with the corresponding fractional populations of the first excited metastable state at indium vapour temperatures of
1260 K, 3260 K, and 5260 K. The quantities obtained as the product of the total cross section for superelastic collisions and the
corresponding fractional populations of the first excited metastable state were subsequently multiplied by factors of 109, 103, and 102, at
indium vapour temperatures of 1260, 3260 and 5260, respectively. The left panel also includes the following discrete inelastic transitions:
(5s26s)2S1/2 (3), (5s26p)2P1/2 (4), (5s26p)2P3/2 (5), (5s25d)2D3/2 (6), (5s25d)2D5/2 (7), (5s24p)2P1/2 (8), (5s24p)2P3/2 (9), (5s27s)2S1/2 (10),
(5s24p)2P5/2 (11) and (5s27s)2P1/2 (12). The right panel includes the following discrete inelastic transitions: (5s27s)2P3/2 (13), (5p26d)2D3/2

(14), (5p26d)2D5/2 (15), (5p24 f )2F7/2 (16), (5p24 f )2F5/2 (17), (5p28s)2S1/2 (18), (5p28s)2P1/2 (19), (5s27d)2D3/2 (20), (5s27d)2D5/2 (21)
and (5s28p)2P3/2 (22).

We then track a large number of electrons between colli-
sions using finite length time steps. The time step is deter-
mined as a fraction of the mean collision time, which is calcu-
lated from the total collision frequency. Finite time steps are
used to solve the integral equation for the collision probabil-
ity, in order to determine the exact time of the next collision

[46, 47]. If the length of these time steps is too large, then
the time of the next collision can be inaccurately computed,
which in turn affects the accuracy of the calculation of the
electron trajectories. On the other hand, too small time steps
lead to an enormous increase of computing time, which is
equally unacceptable. For this investigation, the time step was
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fixed at one hundredth of the mean time between collisions,
regardless of the electron energy. This allows for a precise
determination of the time of the next collision and the trajec-
tory of the electrons.

The equation for the collision probability is solved by
numerical integration using the above-mentioned time steps.
When the moment of the next collision is determined, the next
step is to define the nature of the collision. For this purpose, the
relative probabilities for each collision process are calculated
at the given electron energy. All electron scattering processes
are assumed to be isotropic regardless of their specific nature
and energy. Therefore, the change in direction of the elec-
tron velocity is expressed by a uniformly distributed scattering
angle within the interval [0, π] and by the azimuthal angle that
is uniformly distributed within the interval [0, 2π]. The change
in the electron energy, after elastic and inelastic collisions, is
calculated using the laws of elementary collision dynamics.
For more details the reader is referred to [40, 47].

3.1.1. Sampling of the bulk and flux transport coefficients.
Under hydrodynamic conditions, the electron swarm transport
coefficients are calculated after the relaxation of the swarm
to the stationary state. The measurable and universal trans-
port coefficients are the bulk transport coefficients [48]. They
are calculated in our Monte Carlo simulations from the rate
of change of the appropriate averages of the positions of
the electrons, in configuration space [40, 47]. The number-
changing reaction rate, which for indium vapour is reduced to
the ionisation frequency, is defined by

νION =
d
dt

(lnNe) , (2)

the bulk drift velocity by

W =
d
dt
〈r〉, (3)

and the bulk diffusion tensor by

D =
1
2
d
dt
〈r�r�〉. (4)

Here Ne is the total number of electrons at any time t, 〈r〉 is the
coordinate of the swarm’s centre of mass, and r� = r− 〈r〉.
The coordinate of the swarm’s centre of mass is given by

〈r〉 = 1
Ne

Ne∑
k=0

rk, (5)

where rk, (k = 1, 2, . . . ,Ne) are the coordinates of all
electrons.

The flux transport coefficients are required for some aspects
of plasmamodelling and elsewhere [49]. The flux drift velocity
is given by

W� =

〈
dr
dt

〉
= 〈v〉, (6)

and the flux diffusion tensor by

D� =
1
2

〈
d
dt

(
r�r�

)〉
. (7)

The flux drift velocity is in fact the average velocity of the
electrons. It is given by

〈v〉 = 1
Ne

Ne∑
k=0

vk, (8)

where

vk =
drk
dt

. (9)

Although, at first glance, the expressions (3) and (6) look
the same, they are fundamentally different in the presence of
non-conservative collisions. Using expressions (5) and (9), the
equality of the bulk drift velocity and the flux drift velocity is
reduced to

1
Ne

d
dt

Ne∑
k=0

rk =
1
Ne

Ne∑
k=0

d
dt
rk. (10)

In the absence of non-conservative collisions (e.g. ionisation),
the total number of the electrons Ne remains the same dur-
ing the simulation, and hence the time derivative commutes
with the sum. However, in the presence of non-conservative
collisions, the total number of electrons Ne is neither a con-
stant nor a continuous function of time and thus the equality
(10) no longer holds. In other words, in the presence of non-
conservative collisions, the bulk and the flux transport coeffi-
cients are not the same. This is no moot point, as the differ-
ences between the two families of transport coefficients are
often significant, ranging from a few percent to a few orders
of magnitude [50].

For electrons in indium vapour, the differences between the
bulk and flux transport coefficients are induced by the explicit
contribution of ionisation processes. Ionisation is most likely
to occur at the leading edge of the swarm, where the higher-
energy electrons are located. Thus, in the case of drift, ionisa-
tion always acts in such a manner as to push the centre of mass
of the swarm forward, which in turn increases the bulk drift
velocity. Therefore, for electrons in indium vapour, we may
expect that the bulk drift velocity is always larger in magnitude
than the flux drift velocity. Similarly, the increase in electron
numbers, due to ionisation in the indium vapour, enhances
diffusion in both the longitudinal and transverse directions.
These observations will be discussed and illustrated later by
showing the E/N-profiles of the drift velocity and diffusion
coefficients (see section 4.2).

3.1.2. Sampling of spatially-resolved transport data. Under
non-hydrodynamic SST conditions, the electrons are released
from the cathode into the space between the electrodes. In con-
trast to our initial Monte Carlo code, where the electrons were
released one by one from the cathode [40–42], in this work
all electrons are released from the cathode at the same time.
In this way, it is possible to use swarm rescaling procedures
under SST conditions, which is of great importance for the
simulation of electrons at high values of E/N, where a large
number of secondary electrons is formed by ionisation pro-
cesses. Similarly, the code designed in this way permits the
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simulation of transport in strongly-attaching molecular gases
under SST conditions [50]. The back-diffusion of electrons
is not considered, and the electrons are followed until reach-
ing the anode. Note that both electrodes are regarded as per-
fectly absorbing. Due to the presence of the electrodes, both
the implicit and explicit gradients of the electron density exist.
Consequently, the hydrodynamic approximation is not valid
under SST conditions and the concept of transport coefficients
makes no sense, even after reaching the equilibration of the
swarm. The spatially-resolved transport data are thus calcu-
lated using the so-called box-sampling technique [40, 41]:

〈ξ〉 j =
(

1
Δz

∫ z j+Δz/2

z j−Δz/2
fSST (z, v) dr dv

)−1
1
Δz

×
∫ z j+Δz/2

z j−Δz/2
ξ fSST (z, v) dr dv

≈
(

Ne∑
k=1

Δt jk

)−1 Ne∑
k=1

ξ jkΔt
j
k. (11)

Here fSST (z, v) is the steady-state distribution function, ξkj is
the value of the quantity to be sampled when the kth electron
is contained in the jth box, Δt jk is the residence time of the
electron in that box, and Ne is the number of electrons that
appear there.

The spatially-resolved rate coefficients are calculated by
determining the number of collisions of type m in the jth
spatial box located at z j [40, 51]:

Rm(z j) =
Nm
j

Δz Ne(z j)
, (12)

where Nm
j denotes the number of collisions m,Δz is the width

of box, and Ne(z j) is the total number of resident electrons.
The expression (12) was tested in nitrogen and other gases,
by comparing the calculated ionisation coefficient with the
experimental results obtained from the slope of the electron
emission, as well as with the results obtained by integrating
the distribution function and the corresponding cross section
for ionisation [51]. The agreement between these independent
techniques was excellent, indicating the accuracy and validity
of the methodology used for sampling the spatially-resolved
rate coefficients.

3.2. Classical fluid model

The inception and propagation of negative ionisation fronts
were studied using a classical fluid model. The classical model
involves the first two velocity moments of the Boltzmann
equation, i.e. the equation of continuity and the momentum
balance equation. The classical drift–diffusion approximation
is obtained by assuming a steady state of the momentum bal-
ance equation and that the energy of the field-directed motion
is much larger than the thermal contribution. For the full and
strict derivation of this model the reader is referred to [52].
The generalized one-dimensional continuity equation for the

electron number density is

∂ne
∂t

=
∂

∂x

(
W sgn (E) ne + DL

∂ne
∂x

)
+ νIONne, (13)

where W and DL are the electron drift velocity and longitu-
dinal diffusion coefficient, respectively, E is oriented along
the x-axis, while ν ION is the ionisation coefficient. The drift
and diffusion of positive ions are neglected here on the basis
of the time scales of interest in the present work. Likewise,
the discharge model is not coupled to the gas dynamics, even
though the indium vapour may be additionally heated by the
discharge [53, 54].

The model is realized in a 1.5-dimensional (1.5D) setup,
according to which the streamer radius R0 is fixed. Thus, the
total electric field in the system is evaluated as the sum of the
uniformexternal electric field and the electric field due to space
charge:

E (x, t) = E0 +
e
2ε0

∫ d

0

(
np − ne

) (
sgn

(
x − x′

)

− x − x′√
(x − x′)2 + R2

0

⎞
⎠ dx′, (14)

where E0 and ε0 are the external (applied) electric field and
vacuum permittivity, respectively, and d is the length of the
system.

The above fluid equations are closed, assuming the local
field approximation. According to this approximation, the
input data, includingW ,DL, and νION, are assumed to be func-
tions of the local instantaneous electric field. Equations (13)
and (14) are solved numerically, imposing the homogeneous
Dirichlet boundary conditions for the electron density ne as

ne (x = 0, t) = 0, ne (x = d, t) = 0, (15)

and initial conditions

ne (x, t = 0) =
Ne0

πR2
0σ0

√
2π

exp

(
−1
2
(x − x0)2

σ 2
0

)
. (16)

Here Ne0 is the initial number of electrons with a Gaus-
sian distribution centred at x0 and a standard deviation σ0.
In the numerical implementation of our fluid model, the spa-
tial discretization is performed by employing the second-
order central finite-difference method, while the fourth order
Runge–Kutta method is used for the integration in time. For
more details, the reader is referred to [52, 55].

4. Results and discussion

4.1. Preliminaries

In Monte Carlo simulations, in which electron transport under
hydrodynamic conditions is studied, we cover a range of
reduced electric fields E/N between 0.01 Td and 10 000 Td.
The pressure of the background gas of indium atoms is fixed
at 1 Torr, and our calculations are performed for the indium
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Figure 4. Variation of the mean energy ε of the electron swarm as a
function of E/N for various indium vapour temperatures.

vapour temperatures of 1260, 3260, and 5260 K. The cold-
gas approximation, according to which the background indium
atoms are at rest (T = 0 K), is also analysed. The number of
electrons in ourMonteCarlo simulations, under hydrodynamic
conditions was varied between 2.5× 105 for lower values of
E/N to 1× 106 at higher values of E/N. Under SST con-
ditions, however, the number of electrons is varied between
1× 105 and 5× 105, depending on the distance between the
electrodes and the applied reduced electric field E/N. In
section 4.2 we present the electron swarm transport coeffi-
cients as a function of the reduced electric field E/N and
indium vapour temperatures,T, while in section 4.3we present
the electron swarm transport properties and spatial relaxation
profiles as a function of E/N and T. In the latter case the elec-
trons are released from the cathode under two different sets of
initial conditions: (i) the Maxwell–Boltzmann velocity distri-
bution with starting mean energies of 0.1 eV, 1 eV, and 10 eV,
and (ii) the beam initial velocity distribution with the same
starting mean energies. Finally, in section 4.4 the develop-
ment of an electron avalanche and its transition into a negative
ionisation front is considered.

4.2. Electron transport under hydrodynamic conditions

As noted above, in this section we present results showing the
variation of electron swarm transport properties with E/N and
indium vapour temperature, T . Figure 4 illustrates the varia-
tion of the mean energy with E/N for various temperatures.
In the T = 0 K profile, we observe that ε is a monotonically
increasing function of E/N. The rate of increase of the mean
energy varies with E/N, reflecting the energy dependence
of the cross sections for electron scattering. For T = 1260
K, T = 3260 K, and T = 5260 K, the profiles of the mean
energy also exhibit some generic features. At lower values
of E/N, we observe initial plateaus in the profiles, indicat-
ing that the electrons are in near thermal equilibrium with the
indium vapour. In this range of lower values of E/N, which
extends up to approximately 10 Td, the distribution of elec-
trons is of thermal-Maxwellian form, and the mean energy

depends distinctively on the indium vapour temperature. This
low E/N regime can be characterized as a vapour-dominated
regime, where the electrons are essentially thermalized. As
E/N rises, the electrons gain more energy from the electric
field and are no longer thermalized. As a result, the veloc-
ity distribution deviates from a thermal-Maxwellian, but to a
large extent the temperature of the indium vapour still con-
trols the behaviour of the electrons. This is the so-called inter-
mediate regime, which extends from approximately 10 Td to
400 Td. For E/N larger than approximately 400 Td, the mean
energies are considerably higher than the corresponding ther-
mal energies. We observe that the influence of indium vapour
temperature on the mean energy is minimal in this regime. In
what follows, we will refer to this region of electron transport
as the field-dominated regime.

Figure 5 shows the variation of the bulk drift velocity with
E/N for various T. At first glance, for lower values of E/N, we
observe that the drift velocity for T = 0 K varies very slowly
with increasing E/N. However, looking more closely, we in
fact observe that the drift velocity exhibits a region of nega-
tive differential conductivity (NDC), i.e. over a range of E/N
values the drift velocity decreases as the driving electric field
increases [56]. NDC takes place here between approximately
0.03 Td and 0.3 Td, where there is a noticeable transition in
the dominant energy loss mechanism from inelastic to elas-
tic processes. In the transition regime, due to numerous elastic
collisions, the enhanced randomization of the directed motion
decreases the drift velocity even though the mean energy
increases. As E/N increases further, NDC is suppressed due
to numerous elastic and inelastic collisions. Consequently,
for E/N larger than approximately 0.3 Td and at T = 0 K,
the drift velocity is a monotonically increasing function of
E/N. From the E/N-profiles of the bulk drift velocity for
T = 1260 K, T = 3260 K, and T = 5260 K, we observe no
such NDC and that the drift velocities are increasing functions
of E/N. In the vapour-dominated and intermediate regimes,
the drift velocity generally decreases with increasing vapour
temperature. In this low E/N regime, the drift velocities for
T = 1260 K is essentially linear, which is a signature of con-
stant mobility. In the field-dominated regime, the impact of the
vapour temperature on the drift velocity is minimal.

In figures 6 and 7, respectively, we show the variation of
the bulk longitudinal NDL and bulk transverse NDT diffusion
coefficients with E/N, for various vapour temperatures. In the
vapour-dominated and intermediate regimes, at fixed E/N, we
observe that NDL increases with T . On the other hand, in the
field-dominated regime, both NDL and NDT show no sensitiv-
ity with respect to the vapour temperature. We observe a deep
minimum in the E/N-profile of NDL for T = 0 K at around
0.45 Td, which can be attributed to the rapid increase of the
elastic momentum transfer cross section in the limit of the
lowest values of electron energies. ForE/N larger than approx-
imately 0.45 Td, NDL is a generally increasing function of
E/N. Similarly, we observe a distinct minimum in the E/N-
profile of NDT for T = 0 K at about 30 Td. The fall in NDT

occurs less rapidly in comparison with that of NDL, but it
extends over a wider range of E/N. As for NDL, the decline in
NDT at T = 0K reflects the rapidly increasing cross section for
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Figure 5. Variation of the bulk drift velocity of the electron swarm
as a function of E/N for various indium vapour temperatures.

Figure 6. Variation of the bulk longitudinal diffusion coefficient of
the electron swarm as a function of E/N for various indium vapour
temperatures.

momentum transfer in elastic collisions and the cross section
for excitation of the (5s25p)2P3/2 metastable state. In the
vapour-dominated regime, from the E/N-profiles of bothNDL

and NDT for T = 1260 K, T = 3260 K, and T = 5260 K, we
observe that the diffusion coefficients have essentially thermal
values. These values of the diffusion coefficients are increasing
functions of the vapour temperature. As expected, the ther-
mal values of NDL and NDT are nearly identical, indicating
that the velocity distribution of the electrons is approximately
thermal-Maxwellian. As E/N increases further, the interme-
diate regime is characterized by non-thermal values of the
diffusion coefficients, which are still temperature dependent.
The temperature dependence of the diffusion coefficients is,
however, minimal upon reaching the field-dominated regime.

The anisotropy of the diffusion tensor, i.e. DL 	= DT,
exists over the entire range of E/N for T = 0 K. Figure 8
exhibits the ratio of NDT to NDL, as a function of E/N, for
T = 1260 K, T = 3260 K, and T = 5260 K. As indicated
on the graph, both the flux and bulk data are shown. Gener-
ally speaking, the anisotropy of the diffusion for electrons in

Figure 7. Variation of the bulk transverse diffusion coefficient of the
electron swarm as a function of E/N for various indium vapour
temperatures.

Figure 8. Variation of the ratio of NDT to NDL of the electron
swarm as a function of E/N for various indium vapour temperatures.

indium vapour, over the range of vapour temperatures consid-
ered in the present work, is relatively low, with the differences
between NDT and NDL not exceeding approximately 30%. In
the limit of the lowest values of E/N, as already emphasized,
the diffusion is nearly isotropic. Small fluctuations of the ratio
between NDT and NDL around unity follow from the statisti-
cal uncertainties of the dynamical properties sampled in our
Monte Carlo simulations, which are required for the calcula-
tion of the diffusion coefficients. As E/N increases further, we
observe that the anisotropy of the diffusion tensor is reduced
for increasing vapour temperature in the intermediate regime.
For higher values of E/N, the sensitivity of the ratio of NDT to
NDL, with respect to the indium vapour temperature, is mini-
mal in the field-dominated regime. It is also interesting to note
that for E/N larger than approximately 200 Td, the bulk val-
ues of NDL are larger than the bulk values of NDT. This is
not the case for the corresponding flux values of the diffusion
coefficients.
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Figure 9. Variation of the ionisation rate of the electron swarm as a
function of E/N for various indium vapour temperatures.

In figure 9 we plot the variation of the ionisation rate
coefficient as a function of E/N for various vapour tem-
peratures. The ionization rate coefficient corresponds to the
density reduced ionization frequency, where the ionization
frequency is given by equation (2). As expected, the ionisa-
tion rate increases with E/N for all temperatures. The E/N-
profiles of ν ion/N, are similar for T = 0 K and T = 1260 K
and resemble the typical behaviour of the ionisation rate in
other gases. This follows from the fact that, as in most cases,
the E/N-profiles of ν ion/N are essentially featureless, as ion-
isation only becomes considerable for higher values of E/N
when sufficient electrons have enough energy to cause ionisa-
tion. However, for higher indium vapour temperatures, e.g. for
T = 3260 K and T = 5260 K, the electrons have enough
energy to cause ionisation even in the vapour-dominated
regime, i.e. in the limit of the lowest E/N considered in the
present work. While at T = 5260 K the ionisation rate essen-
tially remains unaltered, at T = 3260 K the ionisation rate
increases with E/N. Then, as E/N is increased further, the
ionisation rates for both T = 3260K and T = 5260 K increase
rapidly, reaching the field-dominated regime,where the vapour
temperature does not affect this property.

Figure 10 displays the variation in the rate coefficients for
transfer of momentum in elastic collisions, summed excita-
tion, summed de-excitation, and ionisation as a function of
E/N for various vapour temperatures. At T = 0 K, the elas-
tic momentum transfer rate increases with E/N up to about
1 Td. Then, as E/N further increases, it starts to decrease
slowly in magnitude. For T = 1260 K, T = 3260 K, and
T = 5260 K, however, the elastic momentum transfer rate
essentially remains constant, before decreasing in the limit of
the highest E/N considered in the present work. The summed
excitation rate coefficient for T = 0 K is a rapidly increasing
function of E/N, until ionisation processes start to play a sig-
nificant role at around 200 Td. For T = 1260 K, T = 3260 K,
and T = 5260 K, the summed excitation and de-excitation
rates are identical for lower values of E/N, e.g. in the vapour-
dominated regime. This follows from detailed balancing and
the fact that the electrons are in thermal equilibrium with the

indium vapour. These rate coefficients begin to depart from
each other at approximately 20 Td for T = 1260 K, 30 Td for
3260 K, and 40 Td for 5260 K, with an increase in excitation
events and a decrease in de-excitation events. Comparing the
ionisation rates with the rate coefficients for all the other pro-
cesses considered, we observe that ionisation dominates in the
limit of the highest E/N considered in the present study.

In order to illustrate the explicit effects of ionisation colli-
sions on the drift and diffusion of electrons in indium vapour,
we show in figure 11 the variation of the percentage differ-
ence between the bulk and flux values of the drift velocity
(a), and the bulk and flux values of the longitudinal diffu-
sion coefficient (b), as a function of E/N for various vapour
temperatures. Figure 11 indicates that the influence of ioni-
sation on the drift and diffusion is not apparent until approx-
imately 200 Td. Even though ionisation is considerable for
T = 3260K and T = 5260K in the vapour-dominated regime,
the differences between the bulk and flux values of the drift
velocity and longitudinal diffusion coefficient are minimal.
This could be explained by considering the E/N-dependence
of the rate coefficients for the other processes shown in
figure 10. Therewe observe that competitive processes, includ-
ing electronic excitations and de-excitations, are much more
frequent than ionisation processes. As a consequence, the
explicit contribution of ionisation to the measurable trans-
port coefficients, e.g. the bulk drift velocity and the bulk dif-
fusion coefficients, are reduced. As E/N increases further,
the percentage difference between the bulk and flux values
increases, reaching a maximum of around 45% and 80% for
the drift velocity and the longitudinal diffusion coefficient,
respectively. This indicates that the increase in electron num-
bers due to ionisation enhances both the drift and diffusion of
the electrons in indiumvapour. For the highestE/N considered
here, the differences between the bulk and flux values are again
reduced. Generally speaking, the influence of the vapour tem-
perature on the differences between the bulk and flux values
is minimal, reflecting the weak dependence of the drift veloc-
ity and longitudinal diffusion coefficient on the temperature
in the field-dominated regime. In order to better understand
the dual nature of the transport coefficients, and the associated
differences between the bulk and flux values of the transport
coefficients, the reader is referred to our previous publications
[40, 47, 50].

4.3. Electron transport under SST conditions

In this section we present results showing the spatial relax-
ation of electrons and the variation of electron swarm trans-
port properties with E/N and vapour temperature T under
non-hydrodynamicconditions in an idealised SST experiment.
Figure 12 shows the exponential growth of the electron num-
ber, in the region between the electrodes, as a function of
E/N and the temperature. The electrons are released from
the cathode into the space between the electrodes, assuming
a Maxwell–Boltzmann velocity distribution, with the starting
mean energy ε0 = 1 eV. The growth rate in the electron number
increases with increasing E/N, indicating that ionisation pro-
cesses become increasingly important with increasing E/N.
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Figure 10. Variation of the rate coefficients for transfer of momentum in elastic collisions, summed excitation, summed de-excitation, and
ionisation of the electron swarm, as a function of E/N, for various indium vapour temperatures.

Figure 11. Variation of the percentage difference between the bulk and flux values of the drift velocity (a) and longitudinal diffusion
coefficient (b) of the electron swarm, as a function of E/N, for various indium vapour temperatures.

Even though the results are presented on a log–log scale, we
observe that the rate of increase in the number of electrons for
a fixed E/N increases with the vapour temperature. This is a
cumulative effect of the initial spatial relaxation and the fol-
lowing arguments may be used to account for its occurrence.
At a fixed reduced electric field, in the initial phase of spatial
relaxation, thermal effects play a key role in the multiplica-
tion of electrons in ionisation processes. This means that the
higher the indium vapour temperature, the more electrons are
produced at the beginning of the spatial relaxation.After relax-
ation, when a steady-state is achieved, these thermal effects are
considerably reduced. This is indicative of the field-dominated
regime, where swarm behaviour is entirely controlled by the

electric field. In this regime, the ionization coefficient is not
a function of the indium vapour temperature, which can be
clearly seen in figure 9.

Figures 13 and 14 display relaxation profiles of the mean
energy and the average velocity for a range of applied reduced
electric fields E/N, as indicated on each graph. In both plots
the electrons are released from the cathode assuming an initial
beamvelocity distribution,with a startingmean energy of 1 eV,
in indium vapour at T = 1260 K. The behaviour of the trans-
port properties is not considered in close vicinity of the anode.
The relaxation profiles of the mean energy and the average
velocity in indium vapour are consistent with earlier investiga-
tions on this topic for other gases [2, 5, 41, 42, 57–59]. First,
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Figure 12. Exponential growth of the number of electrons in an
idealized SST experiment as a function of E/N for various indium
vapour temperatures.

we observe a limited range of E/N, where the mean energy
and average velocity exhibit oscillatory behaviour as they relax
towards the stationary state far downstream from the cathode.
The spatial relaxation characteristics, including the period and
amplitude of the oscillations, and the spatial relaxation length,
are distinctively dependent on the applied E/N.

When electrons undergo elastic collisions in indiumvapour,
the energy transfer is a continuous process occurring in rela-
tively small portions of energy. In inelastic collisions, how-
ever, the energy transfer is a discrete process with several
orders of magnitude larger portions of energy. In the pres-
ence of elastic collisions only, the spatial profiles of the trans-
port quantities would be exclusively monotonic and without
oscillations along the relaxation profiles. On the other hand,
in the presence of inelastic collisions only, due to the dis-
crete electron energy losses, the spatial profiles would be peri-
odic, with a period inversely proportional to the electric field
strength, and an energy threshold that is a composite of sev-
eral closely-lying inelastic processes that control the relaxation
process. For electrons in indium vapour under the conditions
considered in the present work, except the zero-temperature
case, the electrons undergo both elastic and inelastic collisions
with the presence of the elastic collisions always tending to
dampen the oscillatory behaviour of the transport properties
and broaden the peaks from the profiles. The key quantity in
this complex interplay between the elastic and inelastic colli-
sional energy loss processes is the mean energy of the swarm.
In the presence of both elastic and inelastic collisions, when
the mean swarm energy is much smaller or much larger than
the lowest energy threshold of the inelastic processes, the col-
lisional energy loss is controlled by the continuous energy loss
processes and, therefore, the spatial relaxation profiles are
monotonic or quasi-monotonic on their way to a spatially
homogeneous form. Conversely, if the collisional energy loss
is primarily controlled by the discrete energy loss processes,
then the spatial profiles are periodically decaying.

The occurrence of oscillatory relaxation is particularly
stimulated when the threshold energies of the various inelas-
tic processes are concentrated in a relatively narrow energy
region. For electrons in indium vapour, the threshold energies
span the energy region between approximately0.3 eV and 6 eV
[38, 39]. With the exception of the T = 0 K case, for E/N � 1
Td the sensitivity of the relaxation profiles of the mean energy
and the average velocity to E/N is minimal. This follows from
the fact that the electrons are disturbed only in close vicin-
ity of the cathode, while at longer distances they are essen-
tially in quasi-thermal equilibrium with the indium atoms.
As E/N further increases, the oscillatory feature is enhanced,
as more and more electrons undergo inelastic collisions. How-
ever, the relaxation becomes dramatically slower and the
amplitude and period of oscillations are reduced. In particu-
lar, when the mean energy is increased to a level that energy
losses by inelastic collisions become continuous, the oscilla-
tory feature is reduced. The spatial profiles are then monotonic
and the transport properties relax to the spatially uniform states
without oscillations.

Figure 15 displays relaxation profiles of the mean energy
for a range of applied reduced electric fields E/N and indium
vapour temperatures T, as indicated on the graphs. For a fixed
value of E/N and for increasing indium vapour temperature
T, we observe that significant changes in the spatial relaxation
profiles of the mean energy occur. The relaxation proceeds
much quicker and, if oscillations are present in the spatial
profile, they are quickly dampened. Even though the spatial
relaxation of the transport properties is distinctively depen-
dent on E/N, the oscillatory feature is clearly evident for the
lower vapour temperatures. As an illustrative example, for
E/N = 4.6 Td and T = 0 K, we observe a sawtooth profile of
the mean energy, where the amplitude of oscillations reduces
slowly with the distance from the cathode (x). As the tem-
perature T is further increased to 1260 K and 3260 K, the
oscillations are first damped and thereafter entirely removed
from the spatial profile by T = 5260 K. Generally speaking,
the spatial relaxation of the mean energy and the other trans-
port properties is monotonic over the entire range of E/N
considered in the present work for the indium vapour tem-
perature of 5260 K. For T = 3260 K, the relaxation profiles
show reduced irregular oscillations, which are quickly damp-
ened with increasing distance from the cathode. Comparing
the spatial profiles at T = 0 K and T = 1260 K over a wide
range of E/N (not shown here), we have observed that a win-
dow of reduced electric fields, for which the mean energy and
transport properties exhibit oscillatory behaviour, is shifted to
lower values of E/N. This occurs because of the increase in
the mean energy as the indium vapour temperature T rises,
enhancing the energy losses due to inelastic collisions, which
in turn makes the discrete energy losses more continuous.

Figure 16 displays relaxation profiles of the mean
energy for E/N = 13 Td and an indium vapour temperature
T = 1260 K, assuming two different sets of initial conditions,
including the beam initial velocity distributionwithmean ener-
gies of 0.1 eV, 1 eV, and 10 eV (the first row), and a Maxwell
velocity distribution with the same starting mean energies (the
second row). Generally speaking, for a certain value of E/N,
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Figure 13. Spatial relaxation of the mean energy for electrons in indium vapour over a range of E/N. The calculations are for a fixed indium
vapour temperature of 1260 K. x denotes the distance from the cathode.

Figure 14. Spatial relaxation of the average velocity for electrons in indium vapour over a range of E/N. The calculations are for a fixed
indium vapour temperature of 1260 K. x denotes the distance from the cathode.

the spatial relaxation of the mean energy or any other transport
property will be different if the initial conditions for the elec-
trons at the cathode or the disturbing source of electrons are
different. On the other hand, the spatially uniform values of
the transport properties are independent of the initial values.
In the first row of figure 16, where the beam initial veloc-
ity distribution is used for the initial conditions, we observe
that increasing the mean energy from 0.1 eV to 1 eV does
not alter the spatial relaxation significantly. However,when the

initial starting mean energy is further increased to 10 eV, the
relaxation is much quicker, i.e. the relaxation length is much
less. In addition, we observe that the modulation amplitude
and the period of oscillations are also strongly affected. When
a Maxwell velocity distribution is used for the initial elec-
trons at the cathode (second row of figure 16), we observe that
increasing the starting mean energy from 0.1 eV to 1 eV damp-
ens the oscillations. Then the relaxation proceeds much faster
in comparison with the previous case, where the initial beam
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Figure 15. Spatial relaxation of the mean energy for electrons in indium vapour over a range of E/N and indium vapour temperatures T. x
denotes the distance from the cathode.

velocity distribution was assumed in the calculations. Regard-
less of the initial conditions, if the mean electron energy is
much higher than the lowest thresholds for inelastic collisions,
then the elastic and inelastic collisions are essentially part
of the continuous energy loss processes. As a consequence,
the oscillatory feature is strongly suppressed and the relax-
ation towards the spatially uniform state is either monotonic or
quasi-monotonic.

Comparing now, in more detail, the spatial profiles in the
first and second rows of figure 16, it can be observed that
the relaxation proceeds much quicker if a Maxwell initial
velocity distribution is employed in the simulations. This is

clearly evident for the starting mean energy of 1 eV. This hap-
pens because, according to Maxwell’s velocity distribution,
the electrons can have a wider range of velocities, so the bal-
ance between energy gains from the field and losses in binary
collisionswith indiumatoms is achievedmore quickly. In addi-
tion to the relaxation length, the modulation amplitude and the
period of oscillations are considerably smaller, indicating that
the spatial relaxation of electrons in indium vapour may be
governed by controlling the initial conditions of the electrons
at the cathode.

In the following, we restrict our discussion to the spa-
tially uniform transport properties in an idealised SST setup
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Figure 16. Spatial relaxation of the mean energy for electrons in indium vapour at E/N = 13 Td and an indium vapour temperature
T = 1260 K. The calculations are for two different sets of initial conditions, including the initial beam velocity distribution (first row) and a
Maxwell initial velocity distribution (second row), assuming starting mean energies of 0.1 eV, 1 eV, and 10 eV, as indicated on the graph. x
again denotes the distance from the cathode.

and their comparison with the hydrodynamic transport coef-
ficients. Using exponential growth curves for the number of
electrons under SST conditions, we calculated the density-
reduced ionisation coefficient. The SST ionisation coefficient
is compared with that derived from our hydrodynamic calcu-
lations using the well-known expression [60]

1
α

=
W

2νION
+

√(
W

2νION

)2

− DL

νION
, (17)

where ν ION,W and DL are the ionisation frequency, bulk drift
velocity, and bulk longitudinal diffusion coefficient, respec-
tively. This comparison is shown in figure 17. For all indium
vapour temperatures and up to about 3000 Td, we observe that
the two sets of results agree very well, indicating the validity
of the expression (17). For higher values of E/N, however, we
do observe differences between the two sets of results.

The comparison between the mean energies calculated
under hydrodynamicand SST conditions is shown in figure 18.
Similarly, the comparison between the bulk and flux values
of the drift velocity and the SST average velocity is shown
in figure 19. The calculations were performed assuming the
usual indium vapour temperatures. For higher values of E/N,
we observe that the mean energy and flux drift velocity are
larger than the corresponding SST average velocity and SST
mean energy, respectively. On the other hand, the bulk drift
velocity dominates both the flux drift velocity and the SST
average velocity. This can be explained using the following
physical arguments: when the profile of the electron density
increases exponentially, with the distance in the direction of
the electric field force (see figure 12), then the diffusive flux
induced by this gradient is in opposite direction to the drift

flux. As a result, the diffusive flux acts to reduce the drift
flux (or the field flux), and hence the SST average velocity is
less than the flux drift velocity. As far as the mean energy is
concerned, it is a combination of the spatially homogeneous
mean energy and the energy component induced by the diffu-
sive processes. The spatially homogeneous mean energy rep-
resents a balance of energy accumulated by electrons moving
in the electric field and the losses in binary collisions. Since
the diffusive flux is in the opposite direction to the drifted flux,
the electrons are forced to move against the field force, and
therefore their mean energy is reduced. As a consequence, the
SSTmean energy is less than the correspondinghydrodynamic
mean energy. It should be noted that this behaviour of themean
energy and average velocity in an idealised SST experiment
does not depend on the nature of the atomic gas. This can be
further generalized to molecular gases, but only for electron
energies for which the ionisation contributions are larger than
the losses due to electron attachment [40].

4.4. Development of an electron avalanche and its transition
into a negative ionisation front

In this section we investigate the development of an electron
avalanche and its transition into a negative ionisation front in
indium vapour. All simulations were started with the same ini-
tial Gaussian-type distribution for the electrons and positive
ions

ne (x, 0) =
100

0.05πR2
0
l
3

√
2π

exp

(
−1
2
(x − 0.95l)2(

0.05 l
3

)2
)
, (18)

where l is the distance between the imaginary electrodes and
R0 is the streamer radius, which is calculated to first order by
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Figure 17. Comparison between the SST reduced ionisation coefficient and the reduced ionisation coefficients calculated using the
hydrodynamic values of ionisation frequency, bulk drift velocity, and bulk longitudinal diffusion coefficient. Calculations are performed over
a broad range of E/N and indium vapour temperatures T , as indicated on the graph.

Figure 18. Comparison between the mean energies calculated under hydrodynamic and SST conditions. Calculations are performed over a
broad range of E/N and indium vapour temperatures T , as indicated on the graph.

taking into account the initial electron distribution width and
the spreading due to diffusion along the transverse direction.
The length of the system l is an adjustable parameter, which
is determined by the requirement that the streamer velocity
relaxes to a stationary value. The externally applied electric
field is positive in the x direction, and hence the ionisation
fronts propagate to the left. Unless otherwise specified, the
simulation results are presented from the 1.5D (axisymmet-
ric) model, in which the radius of the streamer is assumed to
be fixed.

Figure 20 exhibits the developmentof an electron avalanche
and its transition into a negative ionisation front for
E/N = 270 Td and various indium vapour temperatures, as
indicated on the graph. The calculations were performed using
the bulk transport coefficients as input into the system of
fluid equations (13) and (14). The development of an elec-
tron avalanche, and its transition to a negative ionisation front,
occurs here in the same manner as in other gases [52, 61–64].
In the early stage of development, where there are no space-
charge effects, the dynamics of the electron avalanche and

16



Plasma Sources Sci. Technol. 30 (2021) 115019 S Dujko et al

Figure 19. Comparison between the flux and bulk drift velocity, calculated under hydrodynamic conditions, and the SST average velocity.
Calculations are performed over a broad range of E/N and indium vapour temperatures T, as indicated on the graph.

Figure 20. The formation and propagation of a negative ionisation front in indium vapour for E/N = 270 Td and various indium vapour
temperatures. The calculations are performed using the bulk transport coefficients as input to the classical fluid model.

its spatial and temporal evolution is described by the diffu-
sion equation. The solution of the diffusion equation in free
space, and far away from the physical boundaries, is a Gaus-
sian pulse, the peak of which drifts with the bulk drift velocity
and diffuses around the centre of mass according to the val-
ues of the diffusion coefficient [65]. The electrons drift in the
opposite direction to the electric field, while the positive ions
are effectively motionless, since the mobility of the electrons
is much higher than the mobility of positive ions on the time
scales we consider in this work. As a consequence, charge sep-
aration occurs and the effects of the space charge develop,
which screen the external electric field in the streamer inte-
rior. Since the simulations were performed in 1.5D, the space-
charge effects do not fully screen the external electric field
behind the streamer front. At the same time, at the front of the

streamer,we observe a characteristic field enhancement,which
can lead to the appearance of runaway electrons. In any case,
as the temperature of the indium vapour rises, the electron den-
sity and the streamer velocity increase. This can be explained
by the fact that, as the temperature increases, the concentra-
tion of metastables and the ionisation coefficient are increased,
which in turn accelerate the propagation of the streamer.

In order to better observe the effect of the indium vapour
temperature on the spatial and temporal evolution of the elec-
tron density in the streamer channel, we show in figure 21 the
formation and development of a negative streamer in 1D. The
boundary conditions for the numerical solution of the fluid
equations are modified: for x = 0 we use a homogeneousNeu-
mann boundary condition, to ensure that the electrons that
arrive at this boundary may flow out of the system, while for
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Figure 21. The formation and propagation of a negative ionisation front in indium vapour for E/N = 100 Td and various indium vapour
temperatures. The calculations are performed using the 1D-set up and the bulk transport coefficients as input to the classical fluid model.

Figure 22. The formation and propagation of a negative ionisation front in indium vapour for E/N = 770 Td and T = 1260 K. The
calculations are performed using the bulk and flux transport coefficients as input to the 1.5D classical fluid model.

x = d we employ a homogeneous Dirichlet boundary condi-
tion in order to prevent the outflow of electrons from the sys-
tem. Bulk transport coefficients were used as input data for the
fluid equations. In this case we can observe in figure 21 that
streamers at different indium vapour temperatures propagate
on completely different time scales. When the full streamer is
formed, we may observe a characteristic overshooting effect
in the profile of the electron density at the streamer front.
Comparing results from the 1D and 1.5D models, the electron
density decreases more slowly in the streamer interior behind
the front. For an indium vapour temperature T = 5260 K, we
observe an increase in the electron density at the trailing edge
of the negative streamer, where the external electric field is
completely screened. This is due to the fact that electrons,
even in the limit of thermal energies, where the electric field
is entirely screened, may ionize indium atoms in both the
ground and metastable states. Similar effects were observed

at lower temperatures, but in this case it was necessary to fol-
low the streamers through space and time much longer. The
complete screening of the electric field in the streamer chan-
nel is one of the important features distinguishing the results
of our simulations in 1D and 1.5D.

Figure 22 illustrates the formation and propagation of a
negative ionisation front, under the influence of an exter-
nally applied reduced electric field E0/N of 770 Td. Cal-
culations were performed for an indium vapour temperature
of T = 1260 K, using the flux and the bulk transport coeffi-
cients as input into the system of fluid equations (13) and (14).
Figure 22 clearly indicates that the ionisation front at a time
of 32 picoseconds, obtained with the bulk drift velocity and
the bulk longitudinal diffusion coefficient, is wider while its
height is less than with the flux transport coefficients. Similar
results were found for ionisation fronts in the 1D configuration
and in other gases [52, 61, 64]. As the ionisation rate is the
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Figure 23. Velocities of planar 1D ionisation fronts as a function of the reduced electric field. The bulk and flux drift velocities of electrons
are also included.

same in both cases, figure 22 can be explained by the fact that
the bulk drift velocity and the longitudinal diffusion coefficient
are larger than the corresponding flux data. Thus, in the early
stage of evolution, the motion and diffusion of the centre of
mass are faster with the bulk transport coefficients. The same
trend continues after completing the transition of an electron
avalanche into a negative streamer and during its propagation.

Besides the ionisation level in the streamer interior and the
field enhancement at its front, the front velocity is one of the
most important streamer properties. It is calculated by follow-
ing the evolution of a certain level of the electron density at the
ionisation front [52, 61, 64]. For ionisation fronts in indium
vapour, and for the range of reduced electric fields and vapour
temperatures considered in the present work, we observed
that after the initial stage of acceleration, deceleration follows
towards the quasi-stationary state, where the streamer velocity
does not change in time. For planar ionisation fronts in 1D, the
velocity of the streamer may be calculated using the following
analytical expression [62, 66, 67]:

v = μ(E)E+ 2
√
DL(E)μ(E)Eα(E). (19)

Here μ(E) is the electron mobility, E is the electric field
strength, DL is the longitudinal diffusion coefficient, and α is
the first Townsend ionisation coefficient. Figure 23 shows a
comparison between the streamer velocitieswe obtained in our
simulations and those based on the analytic expression (19).
The motivation behind using the analytical expression (19) is
that, in principle, one may attempt to use swarm data to calcu-
late the streamer velocity. The same figure shows the variation
of the bulk and flux drift velocity with E/N. We observe that

the streamer velocity exceeds the bulk and flux drift veloci-
ties by more than a factor of two for the largest E/N displayed
here. This is one of the common features of streamers in neu-
tral gases [52, 61, 64] and atomic liquids [68]. The velocity of
a negative planar ionisation front is determined by the com-
bination of the electron velocity and the ionisation rate in the
streamer head. In addition, the ionisation front is pushed fur-
ther forward due to a strong diffusive flux, which is induced
by the strong gradient in the electron density.

The front velocities we obtained in our simulations and
those calculated using the analytical expression (19) agree very
well. Regardless of the indium vapour temperature, the differ-
ence between the two sets of data is most pronounced for the
highestE/N value. Finally, we note that the velocities obtained
with the bulk data are always larger than those evaluated by the
flux data.

5. Conclusions and outlook

We studied the electron transport and propagation of negative
ionisation fronts in indium vapour. Among many important
points, the key results originating from this work are:

(a) We utilize the available ab initio electron impact cross
sections for elastic, inelastic, and ionisation processes in
indium vapour [39]. Those calculations were performed
for indium atoms in the ground state (5s25p)2P1/2 and the
close-by metastable state (5s25p)2P3/2.

(b) Cross sections for superelastic collisions were calculated
by applying the principle of microscopic reversibility and
detailed balance in a thermal equilibrium. The fractional
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populations of the excited metastable state (5s25p)2P3/2

were calculated over a range of indium vapour tempera-
tures, and themixtures of indiumatoms in the ground state
and the metastable state were made and prepared as input
for our Monte Carlo simulations of electron transport.

(c) Using a Monte Carlo simulation technique, the electron
swarm transport coefficients were calculated over a range
of reduced electric fields E/N and indium vapour tem-
peratures, T , under hydrodynamic conditions. We iden-
tified three distinct regimes of electron transport. In the
vapour-dominated regime, the velocity distribution func-
tion was approximately thermal Maxwellian, while the
electron swarm transport coefficients were distinctively
dependent on the indium vapour temperature. The inter-
mediate regime was characterized by a non-Maxwellian
velocity distribution function, but the electron swarm
transport coefficients were to a large extent still found to
depend on the indium vapour temperature, T . For higher
values of E/N, we noticed that the influence of the indium
vapour temperature on the velocity distribution func-
tion and transport coefficients was minimal. Under those
condition, the velocity distribution function significantly
deviated from a thermal Maxwellian.

(d) The initial Monte Carlo code was extended and gener-
alized to consider the spatial relaxation of the electrons
and transport under non-hydrodynamic conditions in an
idealised SST experiment, when the background gas is
heated to high temperatures. It was demonstrated that the
spatial relaxation of the mean energy and average veloc-
ity was controlled by the nature of the collisional energy
loss process in question. It was also shown that the nature
of the spatial profiles could be controlled by varying the
temperature of the indium vapour, with the oscillations
along the decaying profile being suppressed by increas-
ing the indium vapour temperature. Similarly, it was
observed that different initial conditions altered the spatial
profiles, including the modulation amplitude, relaxation
length, and the period of oscillations. The spatially uni-
form values of the mean energy and average velocity were
compared with the corresponding hydrodynamic values.
Likewise, the ionisation coefficient evaluated directly
from an idealised SST experiment was compared with
the value estimated using the hydrodynamic results of the
ionisation rate, drift velocity, and longitudinal diffusion
coefficient. That two sets of data agreed very well except
for the highest E/N. The disagreement between the two
sets of data for higher values of E/N was addressed using
physical arguments.

(e) Employing the classical fluid model, which was imple-
mented within the 1D and 1.5D setups, we investigated
the development of an electron avalanche and its transi-
tion into a negative ionisation front. The transition from
an electron avalanche into a negative streamer occurred
faster with increasing indium vapour temperature. The
streamer properties, including the front velocity, the field

enhancement at the streamer front, the ionisation level
behind the front, and the overall distribution of the elec-
tric field, depend on the indium vapour temperature and
the level of presence of metastable indium atoms. This
was especially pronounced at lower values of E/N, where
the differences in the ionisation coefficient were large at
different indium vapour temperatures. Streamers obtained
in simulations with bulk transport coefficients were faster
than those with flux transport coefficients, indicating that
the nature of the transport coefficients in plasma mod-
elling must be carefully considered before their direct
application.

Regarding future studies, the cross sections for electron
scattering in indium vapour might be gainfully applied to
the modelling of electron transport in radio-frequency elec-
tric and magnetic fields. It would be interesting to consider,
for example, the influence of indium metastable states on the
temporal profiles of the transport coefficients, especially under
conditions in which resonant absorption of energy in the oscil-
lating radio-frequency electric and magnetic fields takes place
[69]. Another logical extension of the current work in indium
vapour would be to consider resonances induced by spatial
non-locality, as investigated recently for electrons in argon and
its mixtures with N2 [70]. In the context of further streamer
studies, it will be challenging to study the occurrence of non-
local effects in the profile of the mean energy, in the streamer
interior behind the propagating front, and in the branching
of the streamers, by carrying out particle-in-cell/Monte Carlo
simulations [71] and/or employing a high-order fluid model
[52]. Likewise, another remaining step to be taken is to under-
stand the effects of the breakdown voltages on the parame-
ters of the equivalent circuit in high-intensity discharge lamps,
where the cathode-directed streamers and the kinetics of the
positive indium ions should be carefully considered. All the
above applications will remain the focus of our future work.
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D Bošnjaković https://orcid.org/0000-0002-2725-5287
R D White https://orcid.org/0000-0001-5353-7440
P Stokes https://orcid.org/0000-0002-0956-5927
K R Hamilton https://orcid.org/0000-0002-8245-0122
O Zatsarinny https://orcid.org/0000-0001-8253-883X
K Bartschat https://orcid.org/0000-0001-6215-5014
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Experimental study of indium atom using electron and optical
spectroscopy Indium: Properties, Technological Applications
and Health Issues ed H G Woo and H T Choi (New York:
Nova Science Publishers)

[33] Azad MalikM and O’Brien P 2011 III—V and related semicon-
ductor materials The Group 13 Metals Aluminium, Gallium,
Indium and Thallium: Chemical Patterns and Peculiarities ed
S Aldridge and A J Downs (New York: Wiley)

[34] Nakamura S 2015 Rev. Mod. Phys. 87 1139
[35] Hayashi D, Hilbig R, Körber A, Schwan S, Scholl R, Boerger

M and Huppertz M 2010 Appl. Phys. Lett. 96 061503
[36] Ögün C M, Truong W, Kaiser C, Kling R and Heering W 2014

J. Phys. D: Appl. Phys. 47 285202
[37] Fedorov P P, Popov A I and Simoneaux R L 2017 Russ. Chem.

Rev. 86 240
[38] Hamilton K R et al 2020 Phys. Rev. A 102 022801
[39] Hamilton K R et al 2021 J. Phys. Chem. Ref. Data 50 013101
[40] Dujko S, White R D and Petrović Z L 2008 J. Phys. D: Appl.
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ABSTRACT

We report, over an extended energy range, recommended angle-integrated cross sections for elastic scattering, discrete inelastic scattering processes,
and the total ionization cross section for electron scattering from atomic indium. In addition, from those angle-integrated cross sections, a grand total
cross section is subsequently derived. To construct those recommended cross-section databases, results from original B-spline R-matrix, relativistic
convergent close-coupling, and relativistic optical-potential computations are also presented here. Electron transport coefficients are subsequently
calculated, using our recommended database, for reduced electric fields ranging from 0.01 Td to 10 000 Td using amultiterm solution of Boltzmann’s
equation. To facilitate those simulations, a recommended elastic momentum transfer cross-section set is also constructed and presented here.
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1. Introduction

In our recent experimental and theoretical study on the electron-
impact excitation of the (5s25p)2P1/2 → (5s26s)2S1/2 transition in
indium (In),1 we outlined a number of basic-science and applied
rationales for why indium is a target of general interest. Of particular
relevance to this work, where we attempt to compile a complete cross-
section database over a wide energy range, is the need to have such a
complete database in order to conduct quantitative modeling in-
vestigations for electron transport in indium under an applied electric
field (e.g., Refs. 2 and 3) and for the collisional-radiative modeling of
low-temperature plasmas where indium is one of the constituent
species.4 Note that the importance of having such a comprehensive
database available for these types of simulations is discussed in detail
in Ref. 5 and indeed is one of the prime drivers behind the estab-
lishment of the LXCat project.6 Another important technological
application of indium is its role as a tracer in two-line atomic
fluorescence thermometry measurements.7 This approach employs
two diode lasers with wavelengths of 410 nm and 451 nm, in order to
excite the (5s26s)2S1/2 resonance state of indium atoms seeded into a
flame. Owing to the typically greater oscillator strengths of atoms
compared tomolecules, strong fluorescence signals can be obtained at
lower excitation energies. A particular plus of indium atoms is that its
spin–orbit coupling in the 5p ground state leads to an energy spacing
of ≈kT in standard combustion environments (2000 K–4000 K).8

The only previous elastic angle-integrated cross-section (ICS)
results available in the literature are due to Rabasović et al.9 In that
study, experimental ICSs were determined, from extrapolation and
integration of their elastic differential cross sections, for incident
electron energies (E0) between 10 eV and 100 eV. Corresponding
atomic optical-potential (OP) calculations, but now for E0 � 10 eV to
350 eV, were also reported.9 As this previous study does not cover a
comprehensive enough energy range for swarm or plasma simulation
investigations and as further independent assessments of their results
would be desirable, here, we report additional OP results and the
results from a static-exchange plus polarization (SEP) theoretical
approach, as well as the corresponding elastic cross sections from our

relativistic B-spline R-matrix (DBSR) and relativistic convergent
close-coupling (RCCC-75) computations from the work of Hamilton
et al.1 With these new theoretical results, we are confident that a
recommended elastic ICS database, for E0 � 0.001 eV–10 000 eV, can
now be constructed.

The situation is even worse for the case of excitation of the
discrete inelastic states in indium. Aside from a set of nine angle-ICSs
contained in the paper of Ögün et al.,4 five of which were for
excitation from the (5s25p)2P1/2 ground state and a further four of
whichwere for excitation from the close-lying (5s25p)2P3/2metastable
state, as well as our results for the single (5s25p)2P1/2 → (5s26s)2S1/2
excitation process discussed in Ref. 1, we know of no other available
results in the literature. The ICSs reported in Ref. 4 were calculated
using the method of Gryziński,10,11 which is not ab initio in its
construction so that their data are unlikely to be accurate. As a
consequence, we do not consider those results further here. On the
other hand, we found excellent agreement between our DBSR, RCCC,
andmeasured cross-section results for the (5s25p)2P1/2→ (5s26s)2S1/2
transition.1 This gives us hope that these DBSR and RCCC com-
putations can provide us with accurate and reliable data for a total of
42 discrete inelastic excitation processes aswell as the summed ICS for
these discrete excitations (which can be compared with corre-
sponding results from our atomic OP calculations), from which an
extensive recommended cross-section database can be constructed.

With regard to the total ionization cross section (TICS), how-
ever, there has been a quite significant body of earlier work already
undertaken. This includes experimental results from the work of
Vainshtein et al.,12 Shimon et al.,13 and Shul et al.,14 as well as various
types of calculations such as a semi-empirical result from the work of
Lotz,15 an empirical TICS from the work of Talukder et al.,16 a
Deutsch–Märk method result from the work of Margreiter et al.,17

and a binary encounter Bethe (BEB) formulation TICS from the work
of Kim and Stone.18 Note that in that latter study, plane-wave-Born
(PWB) calculations for some of the more important autoionizing
states were also undertaken, in order to present a more physical
determination of the TICS. Furthermore, note that the measurement
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of Shimon et al.13 displays an unphysical shape, possessing a local
minimum in the TICS at an energy where one might expect to find a
maximum cross section. As a consequence, the results from the work
of Shimon et al.13 do not figure in our further deliberations. Un-
fortunately, despite all this earlier work into indium’s TICS, as we
shall shortly see, the level of accord between those various mea-
surements and calculations12–18 is only marginal. Hence, in this
paper, we also present TICS results from our RCCC-75, DBSR-214,
and atomicOP calculations, as well as our own BEB calculation with a
superior model chemistry over that used in Ref. 18 to try and clarify
matters prior to constructing a recommended TICS.

The remainder of this paper is constructed as follows. In Sec. 2,
we detail our theoretical approaches that were used to compute new
cross sections for this investigation. Thereafter, in Sec. 3, a detailed
comparison of all the available elastic ICS, discrete inelastic ICS, and
TICS is provided with our recommended cross sections, which result
from each of these comparisons, also being formed here. In Sec. 4, we
apply our recommended electron–indium database, to study the
behavior of an electron swarm, under the influence of an applied
external electric field, with various transport coefficients2,3 being
derived. Finally, in Sec. 5, some conclusions from this investigation
will be drawn.

2. Theory Details

In Ref. 1, an appropriate description of both our RCCC-75 and
DBSR-214 calculations was given, to which we refer the interested
reader. Note, however, that here we have extended our original
RCCC-75 computations1 to 7000 eV for both the elastic ICS and
momentum transfer cross sections (MTCSs) and to 10 000 eV for the
sum over all inelastic ICSs. In addition, as a part of this study, we re-
ran our RCCC-75 calculations with a somewhat more sophisticated
target description (dipole polarizability � 53.128 a30 vs 40.3 a30 in
Ref. 1) than that employed in Ref. 1. However, at higher energies, the
RCCC-75 elastic ICS andMTCS are basically identical irrespective of
which target description is employed. Similarly, even though the
summed discrete inelastic ICS is a little higher in magnitude, as a
function of energy, with the new target description compared to that
of Hamilton et al.,1 both sets of results have the same energy de-
pendence at higher energies. As one of themain aims of this study is to
determine a recommended database for e− + In scattering, the above
observations suggest that, in terms of possibly using the RCCC-75
results to effect a higher-energy extrapolation (see later), cross sec-
tions from either target description are equally valid. Under those
circumstances, we have continued to employ the RCCC-75 results
from the work of Hamilton et al.1 throughout this paper. Additional
calculations using our atomic-optical approach, a SEP method, and
our own application of the BEB procedure5 are presented here, so a
brief description of each of them is now given below.

2.1. OP model

We have recently described our standard OP approach in our
studies of the electron–beryllium,19 electron–magnesium,20

electron–zinc,21 and electron–bismuth22 scattering systems. The
generic details of this atomicOPmethodwere given in those papers so
that only the key points of this approach are summarized below.

The projectile–atom interaction is described by a local complex
potential given by

V(r) � Vs(r) + Vex(r) + Vpol(r) + iVabs(r), (1)

where the real part of the potential is comprised of the following three
terms.Vs is the static term derived from a Hartree–Fock calculation23

of the atomic charge distribution. Vex is an exchange term that ac-
counts for the indistinguishability of the incident and target electrons;
it is given by the semi-classical energy dependent formula derived by
Riley and Truhlar.24 Finally, Vpol is a polarization potential for the
long–range interactions that depend on the target dipole polariz-
ability. For this study, the polarization potential of Ref. 25, leading to
results we denote as OP1, and that of Ref. 26, leading to cross sections
we denote as OP2, were both applied.

The imaginary absorption potential accounts for the inelastic,
both discrete and continuum, scattering events. It is based on the
quasi-free model put forward by Staszewska et al.27 but incorporates
some improvements to the original formulation. These include
allowing for the inclusion of screening effects, local velocity cor-
rections, and the description of the electron indistinguishability,28

leading to a model that provides a realistic approximation for
electron–atom scattering over a broad energy range.29

The present atomic optical model is non-relativistic in formu-
lation and leads to angle-integrated elastic cross sections, the sumover
all discrete inelastic angle-ICSs, and the TICS. Note that as indium is
only a moderately heavy atom, the differences in the calculated
scattering cross sections between a relativistic and non-relativistic
treatment will not be significant. As a consequence, the application of
our non-relativistic OP approach is valid for this target.

2.2. SEP method

Our SEP model includes both relativistic static and polarization
potentials as well as the exchange interaction. The spin–orbit in-
teraction in indium gives rise to two “ground-state” levels, namely,
(5s25p)2P1/2 and (5s25p)2P3/2 with the j � 3/2 state being ∼0.274 eV
above the j � 1/2 state. A linear combination of the wavefunctions
corresponding to these two states was then employed in a 2-state
Dirac–Fock multiconfiguration calculation30,31 to determine the
ground-state configuration of In within a frozen-core model. The
static potential was then determined in the usual manner.

The dipole polarization was determined using the relativistic
non-perturbative polarized-orbital method for alkali and alkali-like
atoms.26 Finally, the exchange interaction was accounted for by anti-
symmetrization of the total scattering wavefunction. This approach
only yields elastic scattering cross sections, and since it does not
include any inelastic processes, it is expected to become less reliable as
the energy of the incident electron increases.

2.3. BEB approach

Kim and Stone18 calculated the TICS for indium using the BEB
formalism.5,32 The BEB approach is sensitive to the binding energies
used in the calculation, so we have repeated the work of Kim and
Stone18 using an improved structural representation for indiumbased
on the best available experimental data for the orbital binding en-
ergies. Those values have been assembled from the available pho-
toionization spectra33,34 and information regarding the convergence
of spectral lines to the ionization thresholds.35,36 These values have
been combined with orbital kinetic energies for atomic indium that
were derived from a single point energy calculation of indiumhydride
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(InH, r � 9.0 Å) in Gaussian 09,37 with the model chemistry
employing density functional theory (B3LYP)38 and a double zeta
valance polarized basis set.39 The parameters used in the present BEB
calculation are summarized in Table 1.

Within the BEB formalism,32 the TICS is obtained by summing
up the contributions fromeach populated orbital, with the ith orbital’s
contribution being given by

Qi(ti) � 4πa20Ni

ti + ui + 1
ηpqn

R

Bi
( )2

ln ti
2

1−
1
t2i

( ) + 1−
1
ti
−

ln ti
ti + 1

[ ]. (2)

In Eq. (2), the binding energy of the ionized orbital, Bi, is used to scale
the incident electron-impact energy (E0) and orbital kinetic energies
(ui): ti � E0

Bi
and ui � Ui

Bi
, respectively. Ni is the orbital occupation

number, while R and a0 are, respectively, the Rydberg constant and
Bohr radius. A modification to the traditional BEB approach comes
when dealingwith heavier elements, where the scaled kinetic energy is
corrected by the principal quantum number of the ionized atomic
orbital (ηpqn) if it is greater than 2.

3. Cross Section Assessment and Recommended Data

3.1. Elastic scattering

In Fig. 1, we summarize the available experimental and theo-
retical elastic angle-ICSs for electron–indium scattering, including
original results from computations associated with this study. It is
quite clear from this figure that between 10 eV and 90 eV, the ex-
perimental data of Rabasović et al.9 are, to within the cited error bars,
in very good agreement with their optical-model SEPASo9 compu-
tation and our OP1, SEP, and DBSR-214 calculations. Agreement
with our RCCC-75 calculation is also typically fair over this energy
range. This level of accord, between experiment and theory, in that
energy regime is by no means unique to indium, having also been
observed by us in our recent study of elastic electron scattering from
bismuth.22 Similarly, but now for energies in the range 1 eV–10 eV, we
find good levels of accord between our OP1, RCCC-75, and DBSR-
214 calculations. Below 1 eV, however, there is quite a significant level
of discrepancy between all the available theoretical results. While all
the theories predict a significant structure, which would arise due to

the temporary capture of the incident electron by the target, in the
elastic ICS, the position (in the range ∼0.09 eV–0.2 eV) and mag-
nitude (∼200 310−16 cm2–700 310−16 cm2) of that peak are seen to
vary from one theory to another. Our non-relativistic OP1, OP2, and
SEP calculations all show this structure arising in the ℓ � 1
(i.e., p-wave) partial wave, suggesting that the origin of this feature is
consistent with a p-wave shape resonance. For our relativistic RCCC
and DBSR computations, the structure is in the J � 2, parity � +1,
partial wave of the total scattering system. As the (5s25p)2P1/2 ground
state has j � 1/2, parity � −1, this leads to the projectile waves of either
j � 3/2, parity � −1, ℓ � 1 or j � 5/2, parity � −1, ℓ � 3. Normally, we
would expect it, consistent with our non-relativistic results, to be in
ℓ � 1, as ℓ � 3 is too large for the centrifugal barrier to support a
resonance. It is interesting to note that it is known40 that the (5s25p2)3

P0,1,2 and (5s25p2) 1D2 and
1S0 states of the negative indium ion are

stable, with, for example, the 3P0 state having an electron affinity of
384meV, the 3P1 state having an electron affinity of 460meV, and the
3P2 state having an electron affinity of 555 meV. Under these
circumstances, a low-energy electron could simply bind to the indium
atom to form In−, which may have consequences for electron
swarm behavior2,3 at low E/n0 (E � applied external electric field and
n0 � background gas density number). To quantitatively specify
whether the structure we observe in Fig. 1 is a resonance or simply an
artifact of our computational methods, we would need to do a sig-
nificantly more accurate structure calculation for both In and In− and

TABLE 1. Parameters used for the present BEB TICS calculation of atomic indium.
See also supplementary material, Table S1

Orbital Bi (eV) Ui (eV) Ni ηpqn

5p 5.79 27.94 1 5
5s 11.16 53.70 2 5
4d5/2 24.4 282.35 6 4
4d3/2 25.7 282.35 4 4
4p3/2 86.0 441.12 4 4
4p1/2 95.4 441.12 2 4
4s 126.0 496.51 2 4
3d5/2 468.5 1735.41 6 3
3d3/2 476.4 1735.41 4 3
3p3/2 691.8 1844.65 4 3
3p1/2 731.3 1844.65 2 3
3s 854.4 1894.15 2 3

FIG. 1. Angle-integrated elastic cross sections (310−16 cm2) for electron scattering
from In. Results from the present relativistic SEP (purple dashed line); non-
relativistic OP, (red dotted-dashed line) OP1 and (blue dashed line) OP2; and
relativistic RCCC-75 (blue dotted-dashed line) and DBSR-214 (black solid line)
computations, as well as the experimental (black circles) and SEPASo theory (green
dashed line) results from the work of Rabasović et al.,9 are plotted.
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TABLE 2. Recommended elastic ICS, MTCS, summed discrete inelastic (electronic-state) ICS, TICS, and grand total (TCS) cross sections (310−16 cm2) for electron scattering from
indium. See also supplementary material, Table S2

E0 (eV) Elastic ICS (310−16 cm2) MTCS (310−16 cm2) Σ discrete inelastic (310−16 cm2) TICS (310−16 cm2) TCS (310−16 cm2)

1.361 310−3 25.6 25.4 25.6
4.080 310−3 21.0 20.6 21.0
4.082 310−3 21.0 20.6 21.0
6.800 310−3 17.5 16.9 17.5
9.520 310−3 14.9 14.2 14.9
0.012 25 12.9 12.2 12.9
0.017 69 10.4 9.69 10.4
0.023 13 9.40 8.69 9.40
0.028 57 9.89 9.07 9.89
0.034 01 12.1 11.1 12.1
0.039 46 16.8 15.6 16.8
0.044 90 25.5 23.9 25.5
0.050 34 41.1 39.2 41.1
0.055 78 69.5 67.3 69.5
0.061 23 123 120 123
0.063 95 165 162 165
0.069 39 300 298 300
0.080 27 703 703 703
0.085 72 696 697 696
0.096 60 432 432 432
0.104 8 304 302 304
0.110 2 251 249 251
0.121 1 188 183 188
0.142 9 131 124 131
0.164 6 106 98.4 106
0.210 9 84.2 74.0 84.2
0.273 5 71.3 59.7 0.00 71.3
0.276 2 70.7 59.1 2.25 72.9
0.278 9 70.0 58.2 3.46 73.5
0.287 1 68.2 55.8 5.61 73.9
0.319 7 63.3 49.6 10.7 74.0
0.401 4 59.8 44.0 18.5 78.3
0.496 6 61.9 43.9 20.0 81.9
0.761 9 66.3 44.2 16.7 83.0
1.075 68.9 44.3 13.5 82.4
1.673 70.6 42.7 10.1 80.6
2.626 69.0 36.2 7.53 76.6
2.721 69.0 35.8 7.04 76.0
2.762 67.0 34.1 7.82 74.8
3.018 65.8 33.0 7.23 73.1
3.020 64.1 33.0 7.73 71.8
3.023 62.1 32.9 9.48 71.5
3.034 66.6 32.3 7.64 74.2
3.184 68.0 32.1 6.77 74.8
3.186 71.3 31.8 6.97 78.3
3.189 63.0 31.5 8.97 72.0
3.192 64.5 31.2 7.66 72.1
3.211 65.6 30.8 7.20 72.8
3.765 60.8 25.8 7.99 68.8
3.769 62.0 25.6 7.62 69.6
3.791 61.2 25.2 8.22 69.4
3.804 58.3 23.9 10.1 68.3
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to perform our scattering calculations on a much finer energy grid.
This is beyond the scope of this publication. Nonetheless, in spite of
the above caveats, it is crucial in modeling/simulation applications to
have a complete cross-section database.5 As a consequence, given it is
our most detailed relativistic ab initio computation, and in what
follows, for energies below 1 eV,we recommend ourDBSR-214 elastic
ICS results. Note that at low energies, the dipole polarizability plays a
very important role in the elastic scattering dynamics.41,42 In our
current work, the static dipole polarizability (αd) of the In atom in the
RCCC-75 model is 40.3 a30 and in our DBSR-214 model is 61.3 a30,
while the experimental value is ∼68.69 a30.

43 We believe that these
differences between theory and experiment in αd explain, at least in
part, the different peak positions and magnitudes in the elastic ICS
low-energy structures and further indicate that even more detailed
structure descriptions are warranted at some stage.

On the basis of the above discussion and the results shown in
Fig. 1, we form our recommended elastic ICS from our DBSR-214
result from 0.001 eV to 100 eV and from a suitably scaled, to maintain
continuity (scaling factor� 1.025), OP1 result from 100 eV to 10 000 eV.
This recommended elastic ICS is listed in Table 2 for a selection of
incident electron energies, and we estimate the uncertainty on it to be
∼±20% for energies less than 3 eV and ∼±15% for energies greater than
3 eV. Note that the sensitivity of our recommended cross sections to our
choice of normalization energywas investigated both here and for all the
later scattering processes we consider.We found that our recommended
cross sections, for E0 ⩾ 100 eV, were largely insensitive to our choice of
normalization energy between 70 eV and 100 eV. This result gives us
confidence in the robustness of our higher energy recommended cross
sections. The elastic MTCS is also very important for electron transport
simulations,withmuchof thediscussion just given for the elastic ICSalso

TABLE 2. (Continued.)

E0 (eV) Elastic ICS (310−16 cm2) MTCS (310−16 cm2) Σ discrete inelastic (310−16 cm2) TICS (310−16 cm2) TCS (310−16 cm2)

3.810 62.0 23.5 8.70 70.7
3.823 63.2 24.8 7.95 71.2
3.908 63.1 25.3 7.43 70.6
3.913 62.4 25.4 7.92 70.3
3.921 63.6 25.5 7.40 71.0
4.327 62.9 21.2 9.91 72.8
4.531 55.2 16.5 13.4 68.6
4.612 51.9 15.5 13.6 65.5
4.776 48.8 15.3 12.2 61.0
5.786 42.6 11.7 11.3 0.00 53.9
6.00 41.4 11.3 11.2 0.310 52.9
8.71 28.5 5.60 8.95 3.46 40.9
10.0 25.0 4.40 7.99 4.96 37.9
12.4 20.0 3.46 7.14 6.68 33.8
16.2 14.7 2.56 6.65 8.38 29.7
20.0 12.2 2.02 6.39 9.24 27.8
30.0 9.71 2.98 5.81 9.78 25.3
40.0 9.11 4.49 5.37 9.29 23.8
46.4 8.84 4.36 5.08 8.87 22.8
65.0 7.51 4.07 4.35 7.87 19.7
80.0 6.66 3.13 3.93 7.21 17.8
95.0 6.22 2.53 3.60 6.66 16.5
120 5.80 2.04 3.12 5.96 14.9
150 5.42 1.81 2.68 5.36 13.5
200 4.96 1.64 2.18 4.66 11.8
300 4.22 1.41 1.61 3.79 9.62
400 3.66 1.17 1.28 3.20 8.15
600 2.97 0.865 0.923 2.59 6.49
800 2.55 0.656 0.730 2.23 5.51
1 000 2.27 0.517 0.607 1.98 4.86
2 000 1.56 0.224 0.337 1.35 3.24
3 000 1.24 0.131 0.235 1.06 2.54
4 000 1.05 0.0877 0.179 0.887 2.12
5 000 0.924 0.0637 0.144 0.771 1.84
6 000 0.826 0.0489 0.120 0.682 1.63
8 000 0.693 0.0315 0.0888 0.561 1.34
10 000 0.605 0.0221 0.0701 0.482 1.16
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being applicable to it. As a consequence, we do not repeat that detail;
rather,we simply note that our recommendedMTCS is formed fromour
DBSR-214 calculation for 0.001 eV–100 eV and from our RCCC-75
result, again suitably scaled to ensure continuity (scaling factor� 0.9564)
for 100 eV–7000 eV. Finally, for 7 keV–10 keV, we use our scaled OP1
result (scaling factor � 2.653) to complete our MTCS database. That
recommendedMTCS can also be found in Table 2, with an uncertainty
on it of∼±20% for energies less than3 eVand∼±15% for energies greater
than 3 eV.

3.2. Discrete inelastic cross sections

We next consider the sum of all the discrete inelastic excited-
state angle-ICSs, where only data from our OP1, OP2, RCCC-75, and
DBSR-214 calculations are available. Those results are plotted in
Fig. 2, where several observations are immediately apparent. First,
while our OP1 and OP2 results agree well with one another, both
appear to predict an incorrect threshold for the opening of inelastic
excitation, and as a consequence, both predict a maximum in the
summed cross section to occur at too high an incident electron energy.
This is not unexpected as theOP1 andOP2models do not account for
the fine-structure splitting of the ground state. So their lowest inelastic
threshold is at around 3 eV for the (5s26s)2S1/2 state, while the actual
value is ∼0.27 eV for the (5s25p)2P3/2 state. In addition, both the OP1
and OP2 results are generally in poor accord with our relativistic
RCCC-75 andDBSR-214 results. In our recent work1 on the electron-
impact excitation of the (5s25p)2P1/2 → (5s26s)2S1/2 transition, we
found excellent agreement between our RCCC-75, DBSR-214, and
measured angle-ICSs over their common energy range (to typically

∼±10%). This level of accord between them is clearly not maintained
in Fig. 2, a point that is in need of further interrogation, although we
note that qualitatively the RCCC-75 and DBSR-214 results remain in
fair agreement. The relatively marginal quantitative accord between
our RCCC-75 and DBSR-214 computations, for the summed discrete
angle-integrated inelastic cross sections in Fig. 2, we believe is due to
an inaccuracy of the quasi one-electron RCCC model for In, at least
for some inelastic transitions that are important. One example of that
is for the (5s25p)2P1/2 → (5s25d)2D3/2 transition, where the optical
oscillator strength in the RCCC target-state description has a value of
0.451, which is substantially higher than those from our DBSR cal-
culations (0.341)1 and the corresponding NIST value (0.36).35 The
effect of this carries through in the respective RCCC-75 and DBSR-
214 scattering results, where themagnitude of the RCCC (5s25d)2D3/2

ICS would be anticipated to be greater than that for the DBSR-214
(5s25d)2D3/2 ICS. This observation is entirely consistent, away from
the influence of resonance-effects, with what we found in Fig. 2. As a
consequence, for the summed discrete inelastic ICS, our recom-
mended database is here formed from the DBSR-214 results from

FIG. 2. Summed discrete inelastic cross sections (310−16 cm2) for electron-impact
excitation of In. Present non-relativistic OP, (red dotted-dashed line) OP1 and (blue
dashed line) OP2, and relativistic RCCC-75 (blue dotted-dashed line) and DBSR-
214 (black line) computational results are plotted.

FIG. 3. Individual discrete inelastic cross sections (310−16 cm2) for electron-impact
excitation of In from the (5s25p) 2P1/2 ground state to the higher-lying excited states
as denoted in legends (a) and (b). All results are fromour DBSR-214 calculation, and
they represent our recommended data for each of these processes.
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TABLE 3. Angle-ICSs (10−16 cm2) at 90 incident electron energies, selected to show any structure for electron–indium scattering from the (5s25p) 2P1/2 ground state. See also supplementary material, Table S3a

Cross section (10−16 cm2)

→ (5s25p) 2P3/2 → (5s26p) 2P1/2 → (5s25d) 2D3/2 → (5s24p) 2P1/2 → (5s27s) 2S1/2 → (5s27p) 2P1/2
Energy
(eV) → (5s26s) 2S1/2 → (5s26p) 2P3/2 → (5s25d) 2D5/2 → (5s24p) 2P3/2 → (5s24p) 2P5/2

0.2743 0.00
0.2762 2.25
0.2789 3.46
0.3088 9.26
0.3524 14.5
0.3796 17.1
0.4476 19.9
0.5102 19.9
0.5714 19.2
0.6803 17.8
0.8027 16.2
0.8708 15.4
0.9796 14.3
1.116 13.2
1.265 12.1
1.483 10.9
1.673 10.1
1.823 9.57
2.041 8.93
2.259 8.40
2.653 7.44
3.022 8.25 0.00
3.025 8.01 1.37
3.033 7.01 0.716
3.041 6.93 0.506
3.061 6.86 0.381
3.116 6.72 0.364
3.186 6.47 0.497
3.189 8.32 0.657
3.770 5.82 1.74
3.804 8.25 1.80
3.815 6.59 1.60
3.908 6.07 1.37
3.913 6.01 1.91
3.921 5.88 1.52
3.945 5.96 1.70 0.00
3.946 5.93 1.71 0.0389
3.951 6.03 1.43 0.249
3.973 6.06 1.36 0.226
3.982 6.07 1.33 0.296 0.00
3.986 6.08 1.31 0.332 0.182
4.014 6.10 1.27 0.314 0.293
4.078 6.20 1.30 0.340 0.353 0.00
4.081 6.21 1.30 0.342 0.356 0.00832 0.00
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TABLE 3. (Continued.)

Cross section (10−16 cm2)

→ (5s25p) 2P3/2 → (5s26p) 2P1/2 → (5s25d) 2D3/2 → (5s24p) 2P1/2 → (5s27s) 2S1/2 → (5s27p) 2P1/2
Energy
(eV) → (5s26s) 2S1/2 → (5s26p) 2P3/2 → (5s25d) 2D5/2 → (5s24p) 2P3/2 → (5s24p) 2P5/2

4.082 6.21 1.30 0.343 0.356 0.0103 0.00348
4.095 6.21 1.24 0.385 0.365 0.0360 0.0242
4.150 6.31 1.25 0.444 0.396 0.0769 0.0713
4.337 7.47 1.31 0.476 0.407 0.151 0.213 0.00
4.340 7.50 1.31 0.477 0.408 0.153 0.215 0.0570
4.466 8.13 1.30 0.515 0.454 0.196 0.291 1.42 0.00
4.501 8.22 1.25 0.514 0.437 0.225 0.303 1.60 0.506 0.00
4.503 8.22 1.24 0.514 0.433 0.227 0.303 1.61 0.546 0.0149
4.531 8.06 1.25 0.512 0.425 0.243 0.288 1.63 0.937 0.0855
4.643 7.31 1.32 0.516 0.422 0.339 0.290 1.42 1.71 0.172 0.00
4.667 6.91 1.34 0.515 0.402 0.388 0.282 1.37 1.74 0.190 0.216
4.748 5.53 1.31 0.564 0.555 0.403 0.496 1.27 1.66 0.205 0.841
4.776 5.27 1.27 0.550 0.442 0.311 0.320 1.24 1.64 0.191 0.971
4.818 4.92 1.33 0.475 0.421 0.401 0.359 1.24 1.64 0.217 1.11 0.00
4.830 4.83 1.33 0.474 0.444 0.402 0.376 1.24 1.64 0.197 1.14 0.130
5.020 4.15 1.31 0.467 0.387 0.417 0.357 1.17 1.60 0.116 1.29 0.130
5.075 4.04 1.31 0.490 0.421 0.451 0.376 1.15 1.58 0.148 1.26 0.0941
5.143 3.94 1.32 0.484 0.390 0.457 0.402 1.12 1.54 0.123 1.20 0.124
5.238 3.84 1.35 0.468 0.389 0.522 0.427 1.08 1.50 0.111 1.14 0.0920
5.293 3.77 1.33 0.478 0.391 0.540 0.427 1.06 1.47 0.127 1.12 0.111
5.347 3.72 1.33 0.500 0.427 0.568 0.457 1.04 1.45 0.120 1.09 0.0913
5.850 3.31 1.38 0.465 0.371 0.720 0.475 0.901 1.24 0.123 0.901 0.100
6.94 2.82 1.40 0.445 0.373 1.02 0.479 0.692 0.936 0.113 0.674 0.111
8.03 2.47 1.42 0.374 0.354 1.28 0.446 0.485 0.654 0.108 0.516 0.113
8.71 1.93 1.43 0.370 0.342 1.40 0.400 0.411 0.545 0.0809 0.388 0.0819
9.66 1.69 1.46 0.353 0.322 1.49 0.379 0.309 0.382 0.0927 0.276 0.0461
10.7 1.50 1.49 0.333 0.313 1.55 0.322 0.230 0.274 0.0893 0.194 0.0513
12.4 1.20 1.49 0.315 0.298 1.62 0.280 0.167 0.208 0.0929 0.144 0.0460
14.8 0.962 1.51 0.320 0.279 1.73 0.232 0.140 0.181 0.0951 0.125 0.0504
17.6 0.785 1.53 0.319 0.258 1.83 0.196 0.115 0.156 0.101 0.103 0.0545
18.9 0.722 1.52 0.318 0.248 1.88 0.190 0.105 0.140 0.106 0.0949 0.0573
22.4 0.597 1.52 0.307 0.220 1.97 0.165 0.0718 0.0983 0.108 0.0650 0.0580
24.9 0.541 1.52 0.295 0.202 2.01 0.153 0.0588 0.0808 0.110 0.0522 0.0569
27.3 0.502 1.51 0.289 0.186 2.03 0.144 0.0491 0.0677 0.112 0.0427 0.0568
30.1 0.475 1.50 0.286 0.169 2.05 0.133 0.0402 0.0557 0.114 0.0342 0.0572
35.8 0.440 1.45 0.274 0.140 2.05 0.117 0.0258 0.0368 0.115 0.0209 0.0576
40.4 0.416 1.41 0.265 0.121 2.02 0.106 0.0179 0.0266 0.114 0.0135 0.0575
46.4 0.388 1.35 0.250 0.102 1.97 0.0936 0.0115 0.0184 0.111 0.00769 0.0547
50.2 0.370 1.31 0.238 0.0928 1.93 0.0874 0.00904 0.0153 0.108 0.00557 0.0527
57.8 0.337 1.23 0.215 0.0786 1.86 0.0775 0.00643 0.0120 0.102 0.00339 0.0476
65.0 0.309 1.17 0.195 0.0691 1.80 0.0702 0.00529 0.0105 0.0955 0.00250 0.0431
70.0 0.292 1.13 0.183 0.0642 1.76 0.0659 0.00477 0.00987 0.0912 0.00211 0.0403
80.0 0.261 1.05 0.164 0.0576 1.70 0.0589 0.00400 0.00889 0.0834 0.00158 0.0358
90.0 0.236 0.989 0.148 0.0552 1.63 0.0532 0.00341 0.00815 0.0765 0.00119 0.0324
105 0.208 0.907 0.130 0.0519 1.54 0.0464 0.00274 0.00728 0.0682 7.83 310−4 0.0286
115 0.192 0.860 0.119 0.0499 1.48 0.0428 0.00240 0.00682 0.0640 6.02 310−4 0.0267
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TABLE 4. Angle-ICSs (10−16 cm2) for electron–indium scattering from the (5s25p) 2P1/2 ground state. See also supplementary material, Table S3b

Cross section (10−16 cm2)

→ (5s27p) 2P3/2 → (5s26d) 2D5/2 → (5s24f) 2F5/2 → (5s28p) 2P1/2 → (5P27d) 2D5/2

Energy (eV) → (5p26d) 2D3/2 → (5s24f) 2F7/2 → (5p28s) 2S1/2 → (5s27d) 2D3/2 → (5s28p) 2P3/2

4.832 0.00
4.841 0.0343 0.00
4.848 0.0569 0.0207 0.00
4.857 0.0921 0.0528 0.0332
4.912 0.135 0.0709 0.0812
4.923 0.130 0.0767 0.0831 0.00 0.00
4.966 0.111 0.0984 0.0899 0.0212 0.0276
5.020 0.110 0.112 0.0967 0.0298 0.0461
5.038 0.114 0.109 0.0934 0.0345 0.0524 0.00
5.075 0.122 0.105 0.0867 0.0440 0.0653 0.0229
5.143 0.121 0.115 0.120 0.0308 0.0503 0.0448
5.184 0.130 0.110 0.109 0.0364 0.0545 0.0462
5.186 0.129 0.109 0.109 0.0365 0.0542 0.0464 0.00
5.187 0.128 0.109 0.108 0.0365 0.0540 0.0465 4.81 310−4 0.00
5.190 0.127 0.108 0.108 0.0365 0.0534 0.0468 0.00180 0.00372 0.00
5.193 0.126 0.108 0.107 0.0366 0.0530 0.0470 0.00281 0.00656 0.00271 0.00
5.238 0.105 0.0968 0.0987 0.0373 0.0453 0.0511 0.0218 0.0600 0.0537 0.0244
5.293 0.114 0.110 0.108 0.0467 0.0508 0.0538 0.0313 0.0592 0.0644 0.0321
5.347 0.0984 0.103 0.0924 0.0463 0.0494 0.0448 0.0321 0.0635 0.0472 0.0321
5.401 0.120 0.125 0.110 0.0369 0.0528 0.0585 0.0381 0.0704 0.0633 0.0310
5.510 0.119 0.107 0.116 0.0425 0.0612 0.0354 0.0246 0.0442 0.0491 0.0229
5.551 0.0994 0.111 0.0974 0.0458 0.0651 0.0451 0.0231 0.0361 0.0427 0.0254
5.606 0.104 0.126 0.101 0.0416 0.0622 0.0559 0.0373 0.0369 0.0481 0.0285
5.660 0.0857 0.110 0.0990 0.0424 0.0560 0.0612 0.0277 0.0439 0.0468 0.0301
5.714 0.0910 0.0951 0.108 0.0507 0.0620 0.0506 0.0310 0.0566 0.0520 0.0340
5.850 0.105 0.136 0.115 0.0430 0.0836 0.0481 0.0409 0.0627 0.0589 0.0499
6.12 0.0950 0.136 0.125 0.0394 0.0617 0.0403 0.0299 0.0494 0.0547 0.0420
6.39 0.112 0.162 0.121 0.0494 0.0715 0.0453 0.0406 0.0650 0.0609 0.0550
6.94 0.122 0.185 0.121 0.0418 0.0647 0.0450 0.0381 0.0696 0.0589 0.0421
7.48 0.114 0.216 0.127 0.0545 0.0735 0.0357 0.0372 0.0732 0.0612 0.0431
8.03 0.116 0.255 0.120 0.0580 0.0830 0.0462 0.0429 0.0871 0.0604 0.0479
8.71 0.0975 0.276 0.138 0.0466 0.0776 0.0402 0.0351 0.0894 0.0540 0.0390
9.12 0.110 0.275 0.119 0.0457 0.0681 0.0253 0.0302 0.0943 0.0631 0.0451
9.66 0.0911 0.266 0.0920 0.0327 0.0712 0.0261 0.0158 0.0828 0.0381 0.0374
10.7 0.0802 0.260 0.0943 0.0306 0.0849 0.0242 0.0196 0.0835 0.0517 0.0350
11.8 0.0761 0.266 0.0885 0.0318 0.0898 0.0255 0.0139 0.0882 0.0483 0.0300
12.4 0.0739 0.256 0.0812 0.0301 0.0921 0.0240 0.0143 0.0848 0.0405 0.0288
13.7 0.0732 0.247 0.0690 0.0275 0.107 0.0244 0.0157 0.0713 0.0440 0.0296
14.8 0.0727 0.237 0.0590 0.0248 0.106 0.0255 0.0167 0.0687 0.0348 0.0289
15.6 0.0702 0.230 0.0539 0.0243 0.111 0.0261 0.0171 0.0619 0.0300 0.0285
16.2 0.0691 0.226 0.0496 0.0234 0.113 0.0265 0.0173 0.0592 0.0276 0.0288
17.6 0.0674 0.227 0.0427 0.0223 0.114 0.0269 0.0181 0.0548 0.0235 0.0274
18.9 0.0636 0.219 0.0395 0.0223 0.119 0.0288 0.0205 0.0492 0.0209 0.0262
21.1 0.0598 0.235 0.0354 0.0203 0.116 0.0301 0.0211 0.0494 0.0178 0.0245
22.4 0.0570 0.236 0.0335 0.0186 0.112 0.0300 0.0208 0.0483 0.0157 0.0235
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TABLE 4. (Continued.)

Cross section (10−16 cm2)

→ (5s27p) 2P3/2 → (5s26d) 2D5/2 → (5s24f) 2F5/2 → (5s28p) 2P1/2 → (5P27d) 2D5/2

Energy (eV) → (5p26d) 2D3/2 → (5s24f) 2F7/2 → (5p28s) 2S1/2 → (5s27d) 2D3/2 → (5s28p) 2P3/2

23.8 0.0554 0.239 0.0315 0.0168 0.108 0.0302 0.0209 0.0465 0.0144 0.0228
24.9 0.0535 0.240 0.0309 0.0158 0.105 0.0307 0.0207 0.0457 0.0140 0.0221
26.3 0.0513 0.243 0.0301 0.0145 0.101 0.0313 0.0208 0.0447 0.0129 0.0212
27.3 0.0495 0.245 0.0293 0.0136 0.0975 0.0317 0.0209 0.0446 0.0125 0.0206
28.7 0.0476 0.246 0.0282 0.0126 0.0936 0.0322 0.0215 0.0448 0.0121 0.0202
30.1 0.0454 0.248 0.0271 0.0116 0.0897 0.0325 0.0213 0.0447 0.0113 0.0193
31.4 0.0434 0.249 0.0265 0.0108 0.0865 0.0329 0.0216 0.0450 0.0110 0.0184
32.8 0.0416 0.250 0.0257 0.0101 0.0833 0.0332 0.0216 0.0451 0.0106 0.0177
34.2 0.0399 0.251 0.0251 0.00943 0.0803 0.0334 0.0219 0.0452 0.0102 0.0170
35.8 0.0379 0.251 0.0243 0.00874 0.0768 0.0337 0.0222 0.0452 0.00979 0.0162
37.1 0.0363 0.251 0.0236 0.00823 0.0741 0.0337 0.0222 0.0451 0.00948 0.0156
38.8 0.0345 0.250 0.0228 0.00769 0.0711 0.0338 0.0225 0.0449 0.00913 0.0148
40.4 0.0328 0.248 0.0219 0.00720 0.0683 0.0337 0.0225 0.0445 0.00878 0.0141
42.0 0.0312 0.246 0.0212 0.00677 0.0657 0.0336 0.0224 0.0441 0.00848 0.0134
43.4 0.0300 0.245 0.0207 0.00644 0.0637 0.0336 0.0218 0.0436 0.00823 0.0129
45.0 0.0286 0.242 0.0201 0.00609 0.0615 0.0334 0.0218 0.0431 0.00796 0.0123
46.4 0.0275 0.240 0.0196 0.00584 0.0598 0.0332 0.0214 0.0426 0.00776 0.0118
48.0 0.0263 0.238 0.0190 0.00554 0.0578 0.0329 0.0212 0.0421 0.00751 0.0113
50.2 0.0248 0.235 0.0184 0.00519 0.0554 0.0325 0.0208 0.0415 0.00723 0.0107
52.1 0.0237 0.232 0.0178 0.00492 0.0535 0.0321 0.0203 0.0409 0.00700 0.0102
54.3 0.0225 0.229 0.0173 0.00464 0.0514 0.0316 0.0197 0.0402 0.00677 0.00966
55.6 0.0218 0.227 0.0170 0.00449 0.0503 0.0313 0.0194 0.0398 0.00665 0.00936
56.7 0.0213 0.225 0.0167 0.00437 0.0494 0.0311 0.0191 0.0395 0.00652 0.00913
57.8 0.0208 0.224 0.0165 0.00426 0.0485 0.0308 0.0188 0.0391 0.00645 0.00891
60.0 0.0198 0.220 0.0160 0.00404 0.0469 0.0303 0.0182 0.0385 0.00627 0.00850
65.0 0.0180 0.213 0.0151 0.00363 0.0438 0.0290 0.0170 0.0371 0.00589 0.00770
70.0 0.0165 0.206 0.0143 0.00330 0.0413 0.0278 0.0159 0.0357 0.00558 0.00703
75.0 0.0152 0.199 0.0137 0.00302 0.0393 0.0266 0.0150 0.0343 0.00533 0.00647
80.0 0.0142 0.192 0.0130 0.00279 0.0378 0.0255 0.0141 0.0329 0.00509 0.00601
85.0 0.0133 0.186 0.0125 0.00259 0.0367 0.0244 0.0134 0.0316 0.00487 0.00562
90.0 0.0126 0.180 0.0119 0.00242 0.0356 0.0234 0.0128 0.0305 0.00466 0.00529
95.0 0.0121 0.175 0.0114 0.00228 0.0345 0.0224 0.0122 0.0294 0.00447 0.00503
100 0.0117 0.170 0.0110 0.00216 0.0334 0.0215 0.0117 0.0283 0.00429 0.00482
105 0.0115 0.165 0.0106 0.00206 0.0324 0.0207 0.0113 0.0273 0.00414 0.00466
110 0.0114 0.161 0.0102 0.00197 0.0315 0.0200 0.0109 0.0264 0.00399 0.00455
115 0.0116 0.158 0.00979 0.00189 0.0306 0.0193 0.0106 0.0257 0.00384 0.00449
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threshold up to 100 eV and from100 eV up to 10 000 eVwe, as in Sec.
3.1, making use of a suitably scaled RCCC-75 cross section (scaling
factor � 0.7694) to facilitate the extrapolation to those higher energies
and maintain continuity at 100 eV. We believe that the uncertainty
estimate on this recommended ICS (again see Table 2) is ∼±20%.

Given our discussion immediately above, it is no surprise that for
the individual discrete inelastic transitions, from both the ground-
state (5s25p)2P1/2 level and the close-lying metastable (5s25p)2P3/2
level, we have chosen to utilize our DBSR-214 calculations. Angle-
ICSs for transitions from (5s25p)2P1/2 to a higher lying level i, ICSi, are
plotted in Figs. 3(a) and 3(b) and listed in the corresponding Tables 3
and 4. A total of 21 discrete inelastic cross sections are presented here
for the first time. Similarly, angle-ICSs from the (5s25p)2P3/2 state to a
higher level i are plotted in Figs. 4(a) and 4(b) and listed in the
corresponding Tables 5 and 6. A further 21 discrete inelastic channels
for excitation from the (5s25p)2P3/2 are also presented here for the first
time.Near-threshold structures are observed inmost of these inelastic
ICSi (see Figs. 3 and 4). These structures are not pseudo-resonances;

rather, they either originate from Feshbach resonances or are asso-
ciated with the opening of higher-lying discrete electronic states
(possibly Wigner cusps) as the incident electron energy is increased.
Nonetheless, a more detailed study of these structures, beyond the
scope of this paper, is required before any quantitative classifications
can bemade.Webelieve the errors on these ICSi, on average, are±15%
for transitions originating from the ground (5s25p)2P1/2 state and
∼±20% for those transitions originating from the metastable (5s25p)
2P3/2 state. Note that the (5s

25p)2P3/2 ICSis have been included here as
we believe they will be needed in any quantitative kinetic-radiative
study for a plasma in which indium is a constituent and may also be
needed for our electron transport simulations in Sec. 4.

While we do not explicitly show our extrapolations for each ICSi
out to 10 000 eV, such extrapolations are simple enough to undertake.
If we again pick our RCCC-75 summed inelastic ICS to perform the
extrapolation, and again do the normalization at 100 eV, then for all
E ⩾ 100 eV, we find

ICSi(E) � ICSi(100 eV)
ICSsummed(100 eV) 3 ICSsummed(E), (3)

where all the values for the right-hand side of Eq. (3) can be obtained
from Tables 2–6 as required.

3.3. Total ionization cross section

In Fig. 5, we plot the available TICS for the scattering process
e− + In → In+ + 2e−, including our present OP1, OP2, BEB,
BEB+autoionization, RCCC-75, and DBSR-214 cross sections. It
should be apparent that two experimental determinations, from
Vainshtein et al.12 and Shul et al.,14 are available and that they disagree
with one another (outside their reported uncertainties of ±18% and
±13%, respectively) in terms of their magnitudes. Vainshtein et al.12

determined the number density of their indium beam using the quartz
crystal resonatormethod, which Lindsay andMangan44 noted can lead
to problematic results. Shul et al.,14 however, employed a different
approach that incorporates a fastneutral atombeamobtainedby charge
transfer of an energetic ion beam that is crossed by an ionizing electron
beam. Unfortunately, as also noted by Lindsay and Mangan,44 this
approach does present formidable practical difficulties including being
able to precisely ascertain the overlap between the electron beam and
the fast neutral beam and with the possible presence of metastable
species. Given the caveats in applying both those experimental pro-
cedures, we a priori have no way of choosing between them. From a
theoretical perspective,wefind that ourRCCC-75TICSunderestimates
the magnitude of all the other TICS results. This can be understood by
the fact that it currently does not incorporate many of the important
autoionization channels that Kim and Stone18 noted are crucial to
consider in this case. The semi-empirical calculation of Lotz15 and the
present BEB results favor themeasurement of Vainshtein et al.,12 while
the present BEB+PWB autoionization, the corresponding calculation
from the work of Kim and Stone,18 and the electron impact total single
ionization (EITSI) results16 favor the experiment of Shul et al.14 Finally,
in between (but outside their stated measurement uncertainties) the
experimental results, wefind inFig. 5 the presentOP1,OP2, andDBSR-
214 calculations and the Deutsch–Märk17 computation. Note that, in
principle, our OP1 and OP2 computations include those important
autoionizing channels, while our DBSR-214 calculations incorporate
most of them except for those that originate from the 4d shell.

FIG. 4. Individual discrete inelastic cross sections (310−16 cm2) for electron impact
excitation of In from the (5s25p) 2P3/2 metastable state to the higher-lying excited
states as denoted in legends (a) and (b). All results are from our DBSR-214
calculation, and they represent our recommended data for each of these processes.
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TABLE 5. Angle-ICSs (10−16 cm2) for electron–indium scattering from the (5s25p) 2P3/2 metastable state. See also supplementary material, Table S4a

Cross section (10−16 cm2)

→ (5s25p) 2P3/2 → (5s26p) 2P1/2 → (5s25d) 2D3/2 → (5s24p) 2P1/2 → (5s27s) 2S1/2 → (5s27p) 2P1/2
Energy (eV) → (5s26s) 2S1/2 → (5s26p) 2P3/2 → (5s25d) 2D5/2 → (5s24p) 2P3/2 → (5s24p) 2P5/2

1.005 68.7
1.127 70.2
1.290 71.9
1.399 72.8
1.562 73.8
1.767 74.6
1.903 75.0
2.079 75.2
2.365 75.2
2.474 73.2
2.748 72.6 0.00
2.753 69.3 2.71
2.757 71.8 1.67
2.761 72.5 1.14
2.767 72.8 0.873
2.787 73.1 0.597
2.814 73.1 0.528
2.912 74.4 0.674
2.915 71.3 0.817
3.154 71.0 1.79
3.522 61.2 2.36
3.636 70.8 1.75
3.655 69.8 2.04
3.660 69.2 2.54
3.670 68.8 2.41 0.00
3.674 69.1 1.92 0.208
3.677 69.3 1.82 0.295
3.685 69.4 1.79 0.329
3.707 69.0 1.85 0.263 0.00
3.712 68.8 1.85 0.254 0.463
3.804 69.1 1.77 0.362 0.818 0.00
3.807 69.1 1.77 0.368 0.838 0.0142 0.00
3.807 69.1 1.77 0.369 0.843 0.0176 0.00596
3.821 69.1 1.70 0.367 0.943 0.0451 0.0520
3.875 68.8 1.70 0.406 1.01 0.0978 0.160
4.062 68.8 1.77 0.394 0.933 0.221 0.351 0.00
4.066 68.8 1.77 0.394 0.932 0.223 0.355 0.0143
4.093 68.7 1.78 0.397 0.953 0.236 0.377 0.0980
4.192 67.5 1.75 0.403 1.00 0.279 0.456 0.540 0.00
4.202 67.2 1.75 0.403 0.999 0.285 0.461 0.580 0.106
4.227 66.5 1.69 0.391 0.989 0.287 0.499 0.643 0.311 0.00
4.229 66.5 1.68 0.389 0.987 0.287 0.503 0.648 0.334 0.0204
4.256 65.7 1.68 0.385 0.978 0.283 0.503 0.678 0.577 0.107
4.369 61.9 1.76 0.370 0.935 0.330 0.551 0.675 1.39 0.197 0.00
4.392 60.4 1.80 0.344 0.838 0.337 0.583 0.670 1.49 0.208 0.424
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TABLE 5. (Continued.)

Cross section (10−16 cm2)

→ (5s25p) 2P3/2 → (5s26p) 2P1/2 → (5s25d) 2D3/2 → (5s24p) 2P1/2 → (5s27s) 2S1/2 → (5s27p) 2P1/2
Energy (eV) → (5s26s) 2S1/2 → (5s26p) 2P3/2 → (5s25d) 2D5/2 → (5s24p) 2P3/2 → (5s24p) 2P5/2

4.420 58.3 1.85 0.437 1.05 0.353 0.609 0.660 1.51 0.232 0.835
4.474 56.9 1.74 0.389 0.946 0.359 0.540 0.635 1.54 0.246 1.49
4.501 56.5 1.72 0.404 1.01 0.350 0.574 0.611 1.52 0.163 1.70
4.544 55.9 1.77 0.409 0.934 0.384 0.684 0.590 1.53 0.238 1.98 0.00
4.556 55.6 1.76 0.428 0.934 0.397 0.698 0.581 1.52 0.244 2.04 0.127
4.583 55.2 1.79 0.364 0.888 0.350 0.628 0.558 1.49 0.187 2.14 0.0820
4.692 53.8 1.80 0.329 0.867 0.366 0.664 0.491 1.38 0.148 2.35 0.0746
4.746 53.4 1.76 0.343 0.873 0.394 0.695 0.466 1.32 0.138 2.38 0.0872
4.801 53.0 1.74 0.318 0.846 0.394 0.726 0.445 1.27 0.188 2.36 0.0759
4.869 52.4 1.75 0.307 0.863 0.399 0.731 0.420 1.21 0.143 2.32 0.0874
5.018 51.3 1.74 0.307 0.819 0.430 0.839 0.377 1.11 0.168 2.19 0.0754
5.236 49.8 1.78 0.317 0.843 0.462 0.979 0.337 1.01 0.149 2.06 0.0761
5.386 48.8 1.78 0.304 0.826 0.481 1.06 0.318 0.956 0.153 1.96 0.0601
5.576 47.6 1.81 0.275 0.771 0.478 1.07 0.299 0.898 0.152 1.83 0.0744
5.848 45.9 1.84 0.272 0.774 0.486 1.19 0.275 0.827 0.142 1.71 0.0689
6.66 41.3 1.85 0.258 0.740 0.486 1.38 0.222 0.670 0.133 1.37 0.0792
7.21 38.3 1.87 0.253 0.751 0.524 1.66 0.187 0.547 0.120 1.20 0.0715
7.75 35.1 1.90 0.236 0.671 0.476 1.66 0.175 0.504 0.114 0.972 0.0736
8.84 30.7 1.91 0.216 0.583 0.429 1.76 0.103 0.335 0.108 0.679 0.0641
9.39 29.1 1.93 0.216 0.595 0.444 1.82 0.0827 0.274 0.104 0.538 0.0585
10.5 26.2 1.96 0.210 0.562 0.429 1.90 0.0593 0.187 0.109 0.364 0.0522
11.6 23.6 1.96 0.200 0.534 0.418 1.96 0.0484 0.151 0.109 0.309 0.0454
12.1 22.5 1.97 0.199 0.532 0.411 1.96 0.0457 0.138 0.112 0.286 0.0463
13.5 20.0 1.98 0.190 0.521 0.398 2.04 0.0414 0.125 0.112 0.257 0.0442
15.4 17.3 1.99 0.181 0.514 0.385 2.11 0.0380 0.112 0.115 0.239 0.0419
17.3 15.4 1.99 0.172 0.506 0.378 2.18 0.0329 0.0962 0.119 0.214 0.0404
18.6 14.3 1.98 0.164 0.496 0.378 2.23 0.0316 0.0897 0.122 0.199 0.0386
20.8 13.0 1.98 0.153 0.478 0.378 2.32 0.0257 0.0718 0.124 0.167 0.0365
22.2 12.5 1.97 0.146 0.466 0.374 2.35 0.0233 0.0630 0.125 0.150 0.0345
24.6 11.5 1.96 0.135 0.446 0.372 2.39 0.0195 0.0522 0.128 0.128 0.0326
27.1 10.9 1.94 0.125 0.428 0.367 2.41 0.0162 0.0432 0.130 0.109 0.0304
29.8 10.4 1.91 0.114 0.414 0.361 2.42 0.0133 0.0352 0.131 0.0922 0.0278
32.5 10.1 1.88 0.104 0.399 0.355 2.41 0.0109 0.0283 0.132 0.0774 0.0256
35.5 9.89 1.85 0.0949 0.384 0.347 2.39 0.00867 0.0221 0.132 0.0643 0.0234
38.5 9.71 1.80 0.0866 0.370 0.339 2.36 0.00694 0.0172 0.131 0.0538 0.0214
41.8 9.53 1.76 0.0788 0.355 0.329 2.32 0.00548 0.0131 0.129 0.0450 0.0194
44.8 9.34 1.71 0.0726 0.340 0.321 2.29 0.00452 0.0103 0.127 0.0390 0.0179
49.9 8.98 1.64 0.0638 0.316 0.306 2.22 0.00339 0.00712 0.122 0.0321 0.0156
57.5 8.34 1.53 0.0542 0.283 0.286 2.13 0.00256 0.00491 0.114 0.0269 0.0131
64.7 7.77 1.45 0.0477 0.257 0.269 2.05 0.00217 0.00398 0.107 0.0244 0.0114
69.7 7.40 1.39 0.0443 0.240 0.259 2.00 0.00199 0.00356 0.101 0.0232 0.0104
79.7 6.87 1.30 0.0393 0.216 0.241 1.92 0.00170 0.00297 0.0921 0.0215 0.00899
89.7 6.51 1.22 0.0367 0.196 0.226 1.83 0.00148 0.00253 0.0841 0.0201 0.00797
99.7 6.30 1.14 0.0355 0.181 0.213 1.75 0.00130 0.00220 0.0774 0.0188 0.00729
115 6.14 1.05 0.0335 0.161 0.197 1.64 0.00109 0.00187 0.0696 0.0173 0.00685

J.Phys.C
hem

.R
ef.D

ata
50,013101

(2021);doi:10.1063/5.0035218
50,013101-14

Published
by

AIP
Publishing

on
behalfofthe

N
ationalInstitute

ofStandards
and

Technology.

Jo
u
rn

a
lo

f
P
h
ysica

la
n
d

C
h
e
m

ica
lR

e
fe

re
n
ce

D
a
ta

A
R
TIC

LE
scitation.org/journal/jpr

https://doi.org/10.1063/5.0035218
https://scitation.org/journal/


TABLE 6. Angle-ICSs (10−16 cm2) for electron–indium scattering from the 5p3/2 metastable state. See also supplementary material, Table S4b

Energy
Cross section (10−16 cm2)

→ (5s27p) 2P3/2 → (5s26d) 2D5/2 → (5s24f ) 2F5/2 → (5s28p) 2P1/2 → (5p27d) 2D5/2

Energy (eV) → (5p26d) 2D3/2 → (5s24f ) 2F7/2 → (5p28s) 2S1/2 → (5s27d) 2D3/2 → (5s28p) 2P3/2

4.558 0.00
4.567 0.0635 0.00
4.573 0.105 0.0194 0.00
4.583 0.170 0.0496 0.0490
4.637 0.192 0.0800 0.142
4.649 0.191 0.0836 0.148 0.00 0.00
4.692 0.187 0.0968 0.172 0.0314 0.0192
4.746 0.218 0.107 0.196 0.0616 0.0317
4.764 0.214 0.103 0.194 0.0671 0.0354 0.00
4.801 0.206 0.0938 0.189 0.0784 0.0430 0.0247
4.869 0.214 0.120 0.200 0.0588 0.0346 0.0524
4.909 0.211 0.112 0.207 0.0600 0.0381 0.0592
4.912 0.209 0.111 0.205 0.0598 0.0379 0.0589 0.00
4.913 0.208 0.111 0.204 0.0597 0.0377 0.0588 4.94 310−4 0.00
4.916 0.205 0.111 0.202 0.0595 0.0374 0.0584 0.00185 0.00324 0.00
4.918 0.203 0.111 0.200 0.0593 0.0371 0.0582 0.00288 0.00571 0.00421 0.00
4.964 0.164 0.107 0.166 0.0556 0.0322 0.0531 0.0224 0.0522 0.0835 0.0290
5.018 0.204 0.101 0.184 0.0745 0.0432 0.0640 0.0194 0.0569 0.0944 0.0572
5.073 0.187 0.0935 0.167 0.0529 0.0350 0.0472 0.0193 0.0466 0.0917 0.0512
5.127 0.205 0.103 0.196 0.0729 0.0385 0.0585 0.0295 0.0555 0.109 0.0487
5.236 0.198 0.0994 0.175 0.0761 0.0472 0.0467 0.0191 0.0491 0.0837 0.0392
5.277 0.181 0.0998 0.177 0.0822 0.0496 0.0594 0.0194 0.0386 0.0702 0.0443
5.331 0.182 0.102 0.193 0.0842 0.0430 0.0736 0.0233 0.0424 0.0708 0.0599
5.386 0.160 0.104 0.186 0.0846 0.0454 0.0776 0.0220 0.0435 0.0688 0.0520
5.440 0.160 0.105 0.179 0.0863 0.0562 0.0674 0.0248 0.0449 0.0754 0.0605
5.576 0.189 0.115 0.223 0.105 0.0498 0.0592 0.0353 0.0507 0.0927 0.0783
5.848 0.181 0.116 0.237 0.0810 0.0440 0.0555 0.0296 0.0471 0.0965 0.0607
6.12 0.187 0.120 0.249 0.104 0.0578 0.0550 0.0324 0.0530 0.109 0.0798
6.66 0.193 0.129 0.276 0.0956 0.0474 0.0548 0.0295 0.0536 0.105 0.0711
7.21 0.183 0.128 0.311 0.111 0.0555 0.0444 0.0300 0.0554 0.116 0.0676
7.75 0.194 0.120 0.339 0.123 0.0619 0.0499 0.0308 0.0486 0.118 0.0746
8.43 0.155 0.155 0.369 0.117 0.0581 0.0370 0.0211 0.0597 0.132 0.0601
8.84 0.141 0.127 0.364 0.102 0.0449 0.0321 0.0281 0.0513 0.133 0.0613
9.39 0.109 0.110 0.335 0.104 0.0436 0.0273 0.0226 0.0458 0.111 0.0384
10.5 0.106 0.104 0.349 0.108 0.0403 0.0276 0.0221 0.0482 0.124 0.0412
11.6 0.0999 0.0991 0.343 0.116 0.0425 0.0283 0.0186 0.0467 0.122 0.0340
12.1 0.0981 0.0952 0.346 0.117 0.0403 0.0266 0.0177 0.0435 0.121 0.0326
13.5 0.0980 0.0847 0.330 0.126 0.0408 0.0278 0.0180 0.0406 0.107 0.0341
14.6 0.0991 0.0781 0.312 0.126 0.0398 0.0290 0.0174 0.0346 0.103 0.0351
15.4 0.0974 0.0733 0.307 0.130 0.0401 0.0290 0.0166 0.0318 0.0958 0.0351
15.9 0.0985 0.0695 0.298 0.132 0.0399 0.0298 0.0168 0.0291 0.0882 0.0343
17.3 0.0993 0.0651 0.303 0.132 0.0391 0.0302 0.0157 0.0264 0.0862 0.0356
18.6 0.0999 0.0598 0.291 0.136 0.0396 0.0319 0.0151 0.0223 0.0776 0.0366
20.8 0.0998 0.0581 0.305 0.132 0.0374 0.0330 0.0143 0.0206 0.0760 0.0369
22.2 0.0974 0.0567 0.306 0.127 0.0352 0.0335 0.0137 0.0193 0.0739 0.0363
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TABLE 6. (Continued.)

Energy
Cross section (10−16 cm2)

→ (5s27p) 2P3/2 → (5s26d) 2D5/2 → (5s24f ) 2F5/2 → (5s28p) 2P1/2 → (5p27d) 2D5/2

Energy (eV) → (5p26d) 2D3/2 → (5s24f ) 2F7/2 → (5p28s) 2S1/2 → (5s27d) 2D3/2 → (5s28p) 2P3/2

23.5 0.0961 0.0562 0.308 0.122 0.0332 0.0337 0.0134 0.0179 0.0728 0.0361
24.6 0.0944 0.0555 0.310 0.118 0.0316 0.0344 0.0130 0.0173 0.0714 0.0355
26.0 0.0927 0.0549 0.311 0.114 0.0299 0.0349 0.0126 0.0166 0.0704 0.0351
27.1 0.0916 0.0547 0.313 0.110 0.0285 0.0355 0.0122 0.0160 0.0701 0.0347
28.4 0.0908 0.0540 0.314 0.105 0.0270 0.0360 0.0119 0.0158 0.0700 0.0347
29.8 0.0889 0.0534 0.314 0.101 0.0255 0.0363 0.0114 0.0152 0.0695 0.0343
31.2 0.0873 0.0529 0.314 0.0970 0.0242 0.0367 0.0109 0.0150 0.0694 0.0340
32.5 0.0865 0.0526 0.314 0.0933 0.0231 0.0370 0.0105 0.0146 0.0694 0.0337
33.9 0.0858 0.0521 0.314 0.0898 0.0220 0.0372 0.0101 0.0143 0.0692 0.0336
35.5 0.0852 0.0516 0.312 0.0858 0.0208 0.0375 0.00966 0.0140 0.0688 0.0333
36.9 0.0842 0.0510 0.311 0.0828 0.0199 0.0375 0.00926 0.0137 0.0685 0.0330
38.5 0.0831 0.0501 0.309 0.0793 0.0189 0.0376 0.00884 0.0134 0.0679 0.0327
40.1 0.0818 0.0492 0.306 0.0762 0.0180 0.0375 0.00843 0.0131 0.0671 0.0323
41.8 0.0803 0.0483 0.303 0.0733 0.0171 0.0373 0.00805 0.0128 0.0664 0.0318
43.1 0.0787 0.0476 0.300 0.0711 0.0165 0.0372 0.00774 0.0125 0.0655 0.0312
44.8 0.0771 0.0468 0.297 0.0685 0.0158 0.0370 0.00740 0.0122 0.0647 0.0306
46.1 0.0755 0.0461 0.294 0.0666 0.0153 0.0367 0.00714 0.0120 0.0640 0.0300
47.8 0.0739 0.0453 0.291 0.0644 0.0147 0.0364 0.00683 0.0117 0.0632 0.0294
49.9 0.0719 0.0443 0.287 0.0618 0.0139 0.0359 0.00647 0.0114 0.0621 0.0286
51.8 0.0699 0.0434 0.283 0.0597 0.0134 0.0354 0.00617 0.0112 0.0611 0.0278
54.0 0.0674 0.0425 0.278 0.0575 0.0128 0.0348 0.00587 0.0109 0.0599 0.0269
55.4 0.0662 0.0419 0.275 0.0562 0.0124 0.0344 0.00569 0.0107 0.0593 0.0264
56.5 0.0651 0.0415 0.273 0.0552 0.0122 0.0341 0.00556 0.0106 0.0588 0.0260
57.5 0.0640 0.0410 0.271 0.0543 0.0119 0.0338 0.00543 0.0105 0.0582 0.0255
59.7 0.0620 0.0402 0.267 0.0526 0.0114 0.0331 0.00519 0.0102 0.0572 0.0247
64.7 0.0578 0.0383 0.257 0.0493 0.0105 0.0317 0.00471 0.00971 0.0548 0.0230
69.7 0.0538 0.0365 0.248 0.0467 0.00973 0.0302 0.00431 0.00923 0.0526 0.0215
74.7 0.0508 0.0349 0.238 0.0447 0.00910 0.0288 0.00398 0.00879 0.0504 0.0202
79.7 0.0479 0.0333 0.230 0.0434 0.00858 0.0275 0.00370 0.00837 0.0483 0.0191
84.7 0.0455 0.0319 0.222 0.0419 0.00816 0.0263 0.00346 0.00798 0.0463 0.0181
89.7 0.0434 0.0305 0.215 0.0405 0.00783 0.0251 0.00325 0.00762 0.0445 0.0172
94.7 0.0416 0.0293 0.208 0.0391 0.00757 0.0240 0.00308 0.00728 0.0428 0.0165
99.7 0.0400 0.0281 0.202 0.0379 0.00738 0.0230 0.00294 0.00696 0.0413 0.0158
105 0.0387 0.0270 0.197 0.0367 0.00718 0.0221 0.00282 0.00668 0.0398 0.0153
110 0.0377 0.0261 0.192 0.0356 0.00698 0.0213 0.00273 0.00642 0.0386 0.0149
115 0.0368 0.0252 0.188 0.0346 0.00680 0.0205 0.00266 0.00617 0.0374 0.0145
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Given the discussion above, it appears reasonable to assert that the
measurements from the work of Vainshtein et al.12 can constitute a
lower bound on the true TICS, while those from the work of Shul et al.14

can be considered as an upper bound. In the latter case, this seems
reasonable, as it is well known that PWB based calculations, without
some appropriate scaling,5 will overestimate the magnitude of the cross
sections they calculate so that the BEB+PWB autoionization cross-
section magnitude should also be too large. Under these circumstances,
when coming to form a recommendedTICS database, wewill follow the
approach of Itikawa (see e.g., Ref. 45), which essentially means that for
energies from threshold to 200 eV, we take an average of the available
experimental data, and then from200 eV to 10 000 eV,we use a suitably
scaled (scaling factor � 1.014) OP1 result to effect the extrapolation to
higher energies. Note that we have had to employ Itikawa’s method
(successfully) in some of our recent data compilations for electron
scattering from some other atomic species.19,20,46 The estimated un-
certainty on this is ∼±22%, reflecting the error carried forward in taking
the average of the TICS measurements.12,14 Interestingly, this recom-
mended TICS, to within our error just cited, is in quite good accordwith
the results from ourOP1, OP2, andDBSR-214 calculations. The present
recommendedTICS can be found inTable 2, and they are also plotted in
Fig. 6 alongwith our recommended elastic ICS,MTCS, and sumover all
discrete inelastic angle-ICSs.

3.4. TCS

The recommended TCS for E0 � 0.001 eV–10 000 eV is now
simply formed by, at each incident electron energy, adding up the
results for the recommended elastic ICS, the recommended sum over
all discrete inelastic excitation ICS, and the recommended TICS,
namely, summing up the results of columns 1, 3, and 4 of Table 2. That
recommended TCS can also now be found in column 5 of Table 2, as
well as being plotted in Fig. 6.

4. Simulated Transport Coefficients

In what follows, we implement a well-benchmarked multi-term
solution of Boltzmann’s equation2,47,48 for the calculation of electron
swarm transport coefficients in gaseous In over a range of reduced
electric fields E/n0, varying from 10−2 Td to 104 Td, where 1 Td � 1
Townsend� 10−21Vm2 andn0 is the neutral number density. The two-
term approximation (TTA)47,48 tends to break down at the higher E/n0
considered, although it remains accurate towithin 20% for all transport
coefficients, with the exception of some of the diffusion coefficients.
Under the TTA at high E/n0, these errors in diffusion can be as large as
51% for the flux transverse diffusion coefficient, 69% for the bulk
longitudinal diffusion coefficient, and 70% for the flux longitudinal
diffusion coefficient. In our calculations, we assume isotropic scattering
in the excitation and ionization processes, while we have included the
anisotropic nature of elastic scattering through the use of the elastic
MTCSs. We consider transport through an In vapor at temperature
T � 1260 K, which is in the vicinity of our previous crossed-beam
experimental measurements.1,9 As the corresponding thermal energy,

FIG. 5. TICSs (310−16 cm2) for the process e− + In→ In+ + 2e−. Experimental data
from the work of Vainshtein et al.12 (blue diamonds) and Shul et al.14 (red triangles)
are plotted, along with earlier theoretical results from the work of Lotz15 (green
dotted-dashed line), an EITSI calculation16 (blue dashed line), a Deutsch–Märk
computation17 (magenta dotted-dashed line), and a BEB+PWB calculation18 (blue
dotted line). Also plotted are our current BEB result (purple dashed line), OP1 (red
dotted-dashed line) and OP2 (blue dashed line) results, RCCC-75 (blue dotted-
dashed line) calculation, BEB+PWB (gray dashed line) calculation, and DBSR-214
(black solid line) computation. See also the legend in the figure.

FIG. 6. Summary plot showing our recommended electron–In cross sections
(310−16 cm2) for elastic scattering, the sum over all discrete inelastic cross
sections, the TICS, and the grand total cross section. See also the legend in the
figure.
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3
2kBT ≈ 0.163 eV, is on the order of the energy of the first 5p( )2P3/2

metastable state (∼0.274 eV), we consider it prudent to account for de-
excitation/superelastic collisions in our Boltzmann equation solution.
Indeed, by applying Maxwell–Boltzmann statistics to In vapor at the
aforementioned temperature, we determine that 86% of In atoms are in
the ground state, with the remaining 14% almost exclusively in the first
5p( )2P3/2 metastable state. Note that we determine each de-excitation
cross section from its corresponding excitation cross section by
employing the principle of microscopic reversibility and detailed
balancing.49 We use our recommended elastic MTCS for elastic col-
lisions with ground-state In atoms and obtain a separate elastic MTCS
for In atoms in the first 5p( )2P3/2 metastable state by scaling our
5p( )2P3/2 → 5p( )2P3/2 elastic ICS by the ratio of our recommended
elastic MTCS to recommended elastic ICS. Similarly, while we use our
recommended TICS for ionization of In atoms in the ground state, we
shift the energy threshold of our recommended TICS down to
∼5.786 eV − 0.274 eV � 5.512 eV for ionization of In atoms already
excited to the first 5p( )2P3/2 metastable state. The resulting calculated
mean electron energies, rate coefficients, drift velocities, and diffusion
coefficients are presented in Fig. 7. Figure 7(a) shows the difference
between the mean electron energy ε ̄ and the thermal energy of the In
vapor, 32kBT ≈ 0.163 eV. In the low-field regime, near 10−2 Td, this
energy difference is very small, indicating that the electrons are in
thermal equilibrium with the background In atoms. As E/n0 increases,

the mean electron energy decreases, reaching a minimum of ∼1 meV
below the thermal background at ∼1.8 Td. We attribute this cooling to
be primarily due to the 5p( )2P1/2 → 5p( )2P3/2 transition, resulting in a
greater power output from the swarm due to excitations than input
from the electric field, superelastic collisions, and elastic collisions in
this regime. Eventually, as E/n0 approaches ∼5.7 Td, the latter heating
processes dominate enough to return the swarm to thermal equilibrium
with the background. Then, as E/n0 is increased further, the mean
energy increases rapidly, slowing slightly in its ascent from ∼200 Td
onward due to the significant opening of the ionization channel.
Figure 7(b) shows rate coefficients for elastic momentum transfer,
summed excitation, summed de-excitation, and ionization processes.
The elastic momentum transfer rate coefficient remains somewhat
constant up to 1000 Td, before decreasing slightly at higher E/n0. The
summedexcitationandde-excitation rate coefficients are identical close
to thermal equilibrium, as is expected due to detailed balancing. These
rate coefficients begin to depart visibly from 10 Td onward, with an
increase in excitation events and decrease in de-excitation events.
Although it should be noted that this departure startsmuch earlier than
this as it is the slight excess of excitation events at low E/n0 that is
responsible for the ∼1meV cooling of electrons below the background.
The ionization rate coefficient is zero in the low-field regime, before
becoming appreciable around roughly 200 Td. In the high-field regime,
near 10 000 Td, ionization dominates with its rate coefficient exceeding

FIG. 7. Calculated mean electron energies (above the thermal background) (a), rate coefficients (b), drift velocities (c), and diffusion coefficients (d) for electrons in In vapor at
temperature T � 1260 K (with thermal energy 3

2kBT ≈ 0.163 eV) over a range of reduced electric fields. See also the legends for further details.
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those for all other processes. Figure 7(c) shows the bulk and flux drift
velocities of the swarm, both of which are observed to increase
monotonically with E/n0, coinciding with one another up until the
nonconservative effects of ionizationmanifest at around 200 Td. In the
nonconservative regime from ∼200 Td onward, the bulk drift velocity
exceeds the flux, suggesting that electrons are being preferentially
created at the front of the swarm, shifting the center of mass in the
direction of the applied field. Figure 7(d) shows bulk and flux diffusion
coefficients in the directions longitudinal and transverse to the applied
electric field. Of course, below ∼200 Td, the bulk and flux diffusion
coefficients coincide. Below 0.1 Td, the transverse and longitudinal
diffusion coefficients are essentially equal due to the expected isotropy
of the electron velocity distribution in this regime. Above 0.1 Td, both
diffusion coefficients begin to decrease slightly, reaching minima at
roughly 10 Td and 20 Td for the longitudinal and transverse coeffi-
cients, respectively. Past these minima, both diffusion coefficients then
proceed to rise monotonically with increasing E/n0. In the noncon-
servative regime above ∼200 Td, the bulk diffusion coefficients exceed
their flux counterparts, suggesting a preferential creation of electrons at
the sides of the swarm, in addition to its front.

5. Conclusions

We have compiled a complete angle-ICS database for
electron–In scattering. As a part of that process, additional theoretical
computations were undertaken, with these results also being reported
here. While the need for having complete and accurate cross-section
databases, for modeling a variety of electron-driven phenomena,50,51

is now well understood, recent work from the Madrid group52–54 has
reinforced that assessment.

Interesting scattering results from this investigation include the
very large shape resonances in the low-energy elastic ICS andMTCS, a
series of near-threshold resonances in many of the discrete inelastic
scattering channels we have considered, and the lack of consistent
measurements for the experimental TICS in electron–In scattering.
While there is no doubt that such experiments in In are difficult to
undertake, further measurements of the TICS are clearly desirable.

Finally, we have employed our recommended cross sections to
study the behavior of a swarm of electrons, drifting through a
background gas of In, under the influence of an applied electric field.
This analysis was undertaken using amulti-termBoltzmann equation
solution to determine the relevant transport coefficients. Interesting
results from this study included the need to allow for superelastic
processes, the breakdown of the TTA in simulating the relevant
transport coefficients in some regions of E/n0, and that there was
cooling in the mean electron energy of the swarm at ∼1.8 Td, which
can be associated with the opening of the (5p)2P3/2 metastable
channel.

6. Supplementary Material

See the supplementary material for Excel tables of the present
data.
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We present angle-integrated and angle-differential cross sections for electron-impact excitation of the
(5s25p) 2P1/2 → (5s26s) 2S1/2 transition in atomic indium. Experimental data for six incident electron energies
between 10 and 100 eV are compared with predictions from semirelativistic and fully relativistic B-spline
R-matrix calculations, as well as a fully relativistic convergent close-coupling model. Agreement between
our measured and calculated data is, with a few exceptions, found to be typically very good. Additionally,
the agreement between the present theoretical predictions is generally excellent, with the remaining small
deviations being associated with the slightly different, although still very accurate, descriptions of the target
structure. Agreement between the present results and an earlier relativistic distorted-wave computation [T. Das,
R. Srivastava, and A. D. Stauffer, Phys. Lett. A 375, 568 (2011)] was, however, found to be marginal, particularly
at 10 and 20 eV.

DOI: 10.1103/PhysRevA.102.022801

I. INTRODUCTION

The soft, gray metallic element indium (Z = 49) belongs
to the group-III elements of the Periodic Table. It is the first in
a series of the 5p elements in the Periodic Table (which ends
with xenon), with the atoms of that series being characterized
by their relatively small values of the dipole polarizability

*Corresponding author: michael.brunger@flinders.edu.au

(α ∼ 65 a3
0 for indium) [1]. Indium (In) is currently used to

make transparent electrodes in liquid-crystal displays (LCDs)
[2], and its spectral lines, for both its neutral and ionized (In+)
forms, are expected to be very important in modeling plasmas
in which indium is a constituent. The latter is relevant, as
indium is a possible candidate to replace mercury in low-
pressure discharge lamps in lighting solutions [2,3]. Indeed,
Ögün et al. [3] conducted some collisional-radiative modeling
of an indium iodide-argon plasma to investigate that possi-
ble application. However, the excitation cross sections they

2469-9926/2020/102(2)/022801(10) 022801-1 ©2020 American Physical Society

https://orcid.org/0000-0002-8245-0122
https://orcid.org/0000-0001-8253-883X
https://orcid.org/0000-0001-6215-5014
https://orcid.org/0000-0002-6904-6360
https://orcid.org/0000-0002-4544-9106
https://orcid.org/0000-0002-3951-9016
https://orcid.org/0000-0001-7554-8044
https://orcid.org/0000-0003-4332-434X
https://orcid.org/0000-0002-0956-5927
https://orcid.org/0000-0001-5353-7440
https://orcid.org/0000-0002-7743-2990
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.102.022801&domain=pdf&date_stamp=2020-08-03
https://doi.org/10.1016/j.physleta.2010.12.037
https://doi.org/10.1103/PhysRevA.102.022801


K. R. HAMILTON et al. PHYSICAL REVIEW A 102, 022801 (2020)

employed in that study, from the method of Gryziński [4,5],
are not expected to be accurate. Hence, one of the rationales
behind the present study is to make a start to provide a set of
accurate cross-section data, over a wide energy range [6], for
use in gas-discharge and low-temperature plasma modeling
[7].

Another important application of indium is that it is par-
ticularly suitable as a tracer for two-line atomic fluorescence
(TLAF) thermometry measurements [8–10]. This method
works by using two diode lasers with wavelengths of 410 and
451 nm, to excite the 6s 2S1/2 resonance state of indium atoms
seeded into a flame. Owing to the typically greater oscillator
strengths of atoms compared to molecules, strong fluores-
cence signals can be obtained at low excitation energies. A
particular advantage of indium atoms is that its spin-orbit
coupling in the 5p ground state leads to an energy spacing
that is about equal to kT in typical combustion environments
(2000–4000 K) [8].

There is currently a paucity of electron-indium scattering
data, both theoretical and experimental, available in the lit-
erature. From a theoretical perspective, we know of some
very low-energy spin asymmetries, for elastic scattering and
excitation of the metastable 5p3/2 state, from the relativistic
convergent close-coupling (RCCC) [11] and Breit-Pauli R-
matrix [12] methods. Note that the current RCCC and B-spline
R-matrix (BSR) and relativistic B-spline R-matrix (DBSR)
calculations significantly extend those earlier investigations.
An atomic optical model formulation, for elastic e-In dif-
ferential cross sections (DCSs) and integral cross sections
(ICSs), for electron energies between 10 and 100 eV, was
reported in Rabasović et al. [13]. Finally, again for energies
in the 10–100 eV range, a relativistic distorted-wave (RDW)
computation for the 5p → 6s transition, at the DCS level, is
available [14]. In terms of experimental measurements, there
is a comprehensive set of elastic DCSs and ICSs in Rabasović
et al. [13], while some preliminary 5p → 6s DCSs, at very
forward-scattered electron angles, can be found in Rabasović
et al. [15]. The present measurements significantly extend and
supersede those earlier data [15].

Another rationale behind this work is to try and pro-
vide benchmark data for the 5p → 6s transition in indium,
against which results from other methods might be tested.
This is of timely importance, as atomic optical-potential ap-
proaches, which are computationally cheaper than the present
close-coupling approaches, have been gaining in popularity
(see, e.g., [16–18]) in recent years.

The structure of the remainder of this paper is as follows.
In Sec. II, we provide computational details of our BSR,
DBSR, and RCCC calculations. This section also includes
relevant details of their target-structure computations. There-
after, in Sec. III, a description of our experimental method-
ology, including the uncertainties in making our measure-
ments, is provided. The approaches we adopted to extrap-
olate our DCS data to 0◦ and 180◦, in order to generate
the corresponding ICS at that energy, are also given in this
section. In Sec. IV, the present theoretical and experimental
DCSs and ICSs are described and discussed, and compared
to the earlier RDW results [14] where appropriate. Finally,
some conclusions from the present investigation are given in
Sec. V.

II. COMPUTATIONAL DETAILS

A. BSR and DBSR models

The target-structure calculations and the scattering cal-
culations in the present work were carried out in a similar
manner to previous works. Hence, we only summarize the
specific aspects for the present calculation below. A com-
prehensive overview of the B-spline R-matrix method was
given by Zatsarinny and Bartschat [19]. Below we refer to the
semirelativistic models as BSR-N and to the fully relativistic
models as DBSR-N , where N indicates the number of states
in the close-coupling expansion.

A first general version of the BSR computer code was
published by Zatsarinny [20] and is constantly being updated.
A stable version with many upgrades is publicly available
from github [21], and substantial efforts are underway to make
it generally accessible via the AMP-Gateway [22]. The DBSR
calculations are based on the work described in [23], and we
are currently working to make that code available as well.

As always, the first ingredient for a collision calculation
is the description of the target structure. In the present case,
we used the MCHF [24], GRASP2 [25], and DBSR_HF [26]
atomic structure codes to generate bound orbitals for the In+

positive ion, either just for the ground state with dominant
configuration (5s2) 2S or also for the first two excited states
with dominant configurations (5s5p)3,1Po, respectively. We
then ran the (D)BSR code in the bound-state mode [27], which
generates multiconfiguration expansions of the states for neu-
tral In. Depending on the number of In+ states, we label these
models “(d)bsr_cc_01” and “(d)bsr_cc_03,” respectively. All
of the production collision calculations were carried out with
the structure obtained with the (d)bsr_cc_03 ansatz.

While the above procedure can generate a large number of
both physical and pseudostates (the individual classifications
depend on whether or not the orbitals fit into the R-matrix
box), an even more accurate target description can be obtained
by adding a few optimized configurations as “perturbers” to
the multiconfiguration expansions. Specifically, we added the
(5s5p2) 4P, 2D, 2P, 2S terms in all models and, furthermore,
the 5p3 states in the “cc_03” model, in order to ensure that the
important p2 configuration was included properly. Although
elastic scattering will be considered as part of a separate
paper in the future, the latter is particularly important for
that collision problem since the 5s25p2 configurations lead to
negative-ion bound states for the 3P configuration, while the
1D and 1S configurations lead to resonance features at very
low electron energies.

Table I lists the energy levels of the lowest 22 bound states
of In, as obtained in the various (D)BSR structure models
and compared with the recommended NIST levels [28]. As
expected, the (d)bsr_cc_03 expansions provide a much better
target description since they already contain the significant
effect of the p2 configuration. We ultimately adjusted the
diagonal elements of the Hamiltonian matrix to reproduce
the experimental excitation thresholds. This is a standard
procedure that is fully described in Zatsarinny [20], to whom
the interested reader is referred for more details. For a com-
parison with the experimental data presented in this paper, this
adjustment is of essentially no consequence. However, it can
affect the near-threshold predictions (within fractions of an
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TABLE I. Binding energies (in eV) for the In target states included in the (D)BSR close-coupling expansions. Here, “Conf.” refers to the
dominant configuration.

Conf. State NIST [28] bsr_cc_01 Diff. bsr_cc_03 Diff. dbsr_cc_01 Diff. dbsr_cc_03 Diff.

5s25p 2Po
1/2 −5.786 −5.187 0.599 −5.739 0.047 −4.981 0.806 −5.576 0.210

5s25p 2Po
3/2 −5.512 −4.895 0.617 −5.437 0.075 −4.736 0.749 −5.335 0.177

5s26s 2S1/2 −2.765 −2.546 0.219 −2.677 0.087 −2.552 0.212 −2.680 0.084
5s26p 2Po

1/2 −1.842 −1.744 0.098 −1.820 0.022 −1.724 0.118 −1.805 0.037
5s26p 2Po

3/2 −1.805 −1.705 0.099 −1.783 0.022 −1.692 0.112 −1.771 0.033
5s25d 2D3/2 −1.708 −1.545 0.163 −1.701 0.007 −1.539 0.169 −1.692 0.017
5s25d 2D5/2 −1.705 −1.544 0.162 −1.701 0.004 −1.537 0.169 −1.687 0.019
5s5p2 4P5/2 −1.450 −1.520 −0.070 −1.607 −0.157
5s5p2 4P3/2 −1.320 −1.409 −0.089 −1.490 −0.169
5s27s 2S1/2 −1.286 −1.222 0.064 −1.256 0.030 −1.224 0.062 −1.259 0.026
5s5p2 4P3/2 −1.143 −1.249 −0.106 −1.315 −0.174
5s27p 2Po

1/2 −0.968 −0.932 0.036 −0.959 0.009 −0.925 0.043 −0.954 0.014
5s27p 2Po

3/2 −0.954 −0.918 0.036 −0.945 0.009 −0.913 0.041 −0.942 0.013
5s26d 2D3/2 −0.945 −0.867 0.078 −0.941 0.004 −0.863 0.081 −0.938 0.007
5s26d 2D5/2 −0.939 −0.866 0.073 −0.939 −0.001 −0.862 0.077 −0.932 0.006
5s24 f 2F o

5/2 −0.863 −0.851 0.012 −0.863 0.001 −0.851 0.013 −0.862 0.002
5s24 f 2F o

3/2 −0.863 −0.851 0.012 −0.863 0.001 −0.851 0.013 −0.862 0.002
5s28s 2S1/2 −0.748 −0.720 0.028 −0.734 0.014 −0.721 0.027 −0.736 0.012
5s28p 2Po

1/2 −0.600 −0.583 0.017 −0.595 0.005 −0.580 0.021 −0.594 0.007
5s27d 2D3/2 −0.599 −0.553 0.046 −0.596 0.004 −0.551 0.048 −0.594 0.005
5s27d 2D3/2 −0.596 −0.553 0.044 −0.595 0.002 −0.551 0.046 −0.591 0.005
5s28p 2Po

3/2 −0.594 −0.576 0.018 −0.589 0.005 −0.574 0.020 −0.588 0.006

eV), and hence those results need to be taken with appropriate
care.

The quality of our target description can be further as-
sessed by comparing the results for the oscillator strengths,
which are very important to obtain reliable absolute values for
the excitation cross sections, especially for optically allowed
transitions at high incident electron energies. Table II shows
the comparison of oscillator strengths between our calculated
results and the recommended values from the NIST database
[28].

Finally, even though this is more important for elastic scat-
tering, we mention here that the polarizability of the ground
state is obtained as 64.5 a3

0, where a0 = 0.529 × 10−10 m is
the Bohr radius, provided the entire spectrum of discrete
and pseudostates is accounted for. This agrees well with
the experimental value of Ma et al. [29] within their stated
uncertainty (56.1 ± 18.2 a3

0) and also with the high-precision
calculations of Safronova et al. [30]. In the (D)BSR collision
models, for which we show results later, the portion of the
ground-state polarizability accounted for is 26.1 a3

0 (BSR-22),
56.0 a3

0 (BSR-100), 61.2 a3
0 (BSR-224), 29.0 a3

0 (DBSR-22),
56.0 a3

0 (DBSR-104), and 61.3 a3
0 (DBSR-214), respectively.

While missing some of the polarizability would likely be a se-
rious defect of the models when considering elastic scattering,

experience shows that it is not so critical for the calculation of
excitation processes, for which the oscillator strength of the
transition is most important.

The scattering calculations were carried out with fully
parallelized versions of the BSR complex [20] and the cor-
responding DBSR package under development. In order to
check the convergence of the results with the number of states
included in the close-coupling expansion, we set up several
scattering models. Specifically, we show results obtained
in the BSR-22, BSR-100, BSR-222, DBSR-22, DBSR-104,
and DBSR-214 models. In addition to the 22 states listed
in Table I, the larger models included more discrete and
pseudostates to account for coupling to the discrete Rydberg
spectrum as well as the ionization continuum. We chose an
R-matrix radius of 80 a0 with 152 B-splines of order 8 for
each orbital in the BSR calculation. In DBSR, we used 186
B-splines of the order of 8 and 9 for the small and large
components of the spinors. Splines of different orders are
needed here for reasons of numerical stability [31]. Also, for
our DBSR calculations, a finite nuclear size was modeled with
a Fermi-type model for the nucleus. This required additional
splines with a narrow distance between the knots at the very
small radii. These models resulted in generalized eigenvalue
problems with matrix dimensions up to 175 000.

TABLE II. Oscillator strengths for the (5s25p) 2Po
1/2 → (5s26s) 2S1/2 and (5s25p) 2Po

1/2 → (5s25d ) 2D3/2 transitions in In obtained in the
(D)BSR models. “L” and “V” indicate the results obtained with the length and velocity form of the electric dipole operator, respectively.

Lower state Upper state NIST [28] bsr_cc_03 (L) bsr_cc_03 (V) dbsr_cc_03 (L) dbsr_cc_03 (V)

(5s25p) 2Po
1/2 (5s26s) 2S1/2 0.14 0.120 0.118 0.135 0.129

(5s25p) 2Po
1/2 (5s25d ) 2D3/2 0.36 0.320 0.326 0.349 0.341
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We calculated partial waves for total electronic angular
momenta up to Jt = 24 numerically, and then used a top-up
procedure to estimate the contribution to the transition matrix
elements from even higher Jt . The calculation for the external
region was performed with a parallelized version of the STGF

program [32].

B. RCCC model

The RCCC method was detailed in a number of publica-
tions [33,34] with application to e-In scattering presented in
[11]. Hence, only a brief overview is presented here. The In
atom is modeled as a quasi-one-electron atom with an active
p electron above a frozen [Kr]4d105s2 Dirac-Fock core. The
core orbitals were obtained from the GRASP package [25]. The
Dirac Hamiltonian for the active electron is diagonalized in
a Dirac L-spinor basis [35] to model the spectrum of the In
atom. Target symmetries up to jπ = 7/2− were included in
the calculations. There are 26 negative-energy states (relative
to the In+ ionic ground state) and a large number of positive-
energy states that model the coupling to the ionization chan-
nels. The total number of target states is 75, with the energy
of the highest positive-energy state at about 10 eV.

We included one- and two-electron polarization potentials
[36,37] to more accurately account for the effect of closed
shells within the quasi-one-electron model of In, and thereby
improve the accuracy of the target description and scattering
calculations. The static dipole polarizability of the In+ ion,
αd = 24.01 a3

0, was taken from [38]. The fall-off radius of
the one-electron polarization potential was optimized for each
target symmetry to obtain good agreement with NIST energies
[28] for the low-lying states of In. Similar to Table I for the
(D)BSR models, the lowest 22 states in the RCCC model are
presented in Table III. Note that states originating from 5s5p2

configurations are absent in the RCCC model. The target
states up to the (5s28s) 2S1/2 state are well described within
the RCCC model. The number and accuracy of higher-energy
bound pseudostates can be easily improved by increasing
the size of the underlying L-spinor basis, but proved to
be unnecessary for the present study. The major difference
between the number of states in the (D)BSR and RCCC
models comes from the different way the square-integrable
discretization is achieved with the B-splines and L-spinors,
respectively.

The two-electron polarization potential does not enter the
target structure calculations for the quasi-one-electron model
of In, but it enters scattering calculations and effectively leads
to a modified form for the oscillator strength. The fall-off
radius parameter of this potential was chosen to achieve good
agreement with the NIST value [28] for the (5s25p) 2Po

1/2 →
(5s26s) 2S1/2 transition oscillator strength. The RCCC value
is equal to 0.129, which is similar to the DBSR models
(cf. Table II). For this choice of the polarization potential pa-
rameters, the oscillator strength value for the (5s25p) 2Po

1/2 →
(5s25d ) 2D3/2 transition is 0.451, which is substantially higher
than in the DBSR and NIST values. The static dipole polariz-
ability of the In atom in the RCCC(75) model is 40.3 a3

0, which
is significantly lower than the experimental value of 68.69 a3

0
[29]. These are indications of the remaining imperfections
of the present model. As mentioned above, however, this is

TABLE III. Binding energies (in eV) for the lowest 22 states of
In included in the RCCC close-coupling expansions. Here “Conf.”
refers to the dominant configuration.

Conf. State NIST [28] RCCC Diff.

5s25p 2Po
1/2 −5.786 −5.782 −0.004

5s25p 2Po
3/2 −5.512 −5.521 0.009

5s26s 2S1/2 −2.765 −2.754 −0.011
5s26p 2Po

1/2 −1.842 −1.808 −0.034
5s26p 2Po

3/2 −1.805 −1.773 −0.032
5s25d 2D3/2 −1.708 −1.706 −0.002
5s25d 2D5/2 −1.705 −1.702 −0.003
5s5p2 4P5/2 −1.450
5s5p2 4P3/2 −1.320
5s27s 2S1/2 −1.286 −1.280 −0.006
5s5p2 4P3/2 −1.143
5s27p 2Po

1/2 −0.968 −0.952 −0.016
5s27p 2Po

3/2 −0.954 −0.939 −0.015
5s26d 2D3/2 −0.945 −0.926 −0.019
5s26d 2D5/2 −0.939 −0.924 −0.015
5s24 f 2F o

5/2 −0.863 −0.864 0.001
5s24 f 2F o

3/2 −0.863 −0.864 0.001
5s28s 2S1/2 −0.748 −0.704 −0.044
5s28p 2Po

1/2 −0.600 −0.506 −0.094
5s27d 2D3/2 −0.599 −0.551 −0.048
5s27d 2D3/2 −0.596 −0.550 −0.046
5s28p 2Po

3/2 −0.594 −0.495 −0.099

not expected to be a serious issue for the calculation of the
excitation process considered here.

In the scattering calculations, the set of target states is used
to expand the total wave function of the e-In collision system
and formulate a set of close-coupling Lippmann-Schwinger
equations for the transition matrix. These equations are solved
by standard techniques that include a partial-wave expansion
and a reduction to a set of linear equations. Close-coupling
calculations were conducted for partial waves up to Jt = 20.
Account of the larger partial waves is taken with an analytical
Born subtraction technique. The solution of the Lippmann-
Schwinger equations enables us to determine the collision
cross sections for the transition of interest. The convergence
of the calculated cross sections was established by performing
a number of calculations with different sizes of the underly-
ing L-spinor basis and the inclusion of progressively more
positive-energy states in the close-coupling expansion. The
present calculations have been conducted with a fully paral-
lelized MPI-OMP version of the RCCC code.

III. EXPERIMENTAL CONSIDERATIONS

In the current experiments, we utilized an electron-
scattering apparatus that has already been described in some
detail previously [39,40], so that only a brief description of its
features and operational performance need be given here. It
consists of an oven for the production of the indium beam, a
monochromator for producing the incident electron beam and
an analyzer, consisting of electrostatic optical elements and
a single channeltron for electron detection, to energy analyze
the scattered electrons. Note that the incident electron beam
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(a)

(b)

FIG. 1. Typical electron-energy-loss spectra in indium at (a) T =
1220 K for E0 = 40 eV and θe = 10◦, (b) T = 1300 K for E0 =
20 eV and θe = 10◦. Positions of the excited states are labeled
according to the NIST labels of energy levels [28]. The ionization
potential (I.P.) at 5.786 eV is also indicated. See text for further
details.

was produced by thermionic emission from a tungsten hairpin
filament, with further sets of electrostatic optical elements
then collimating and transporting those electrons to the inter-
action region. The electron spectrometer was operated in three
different modes: (i) an energy-loss mode where energy-loss
spectra (see Fig. 1) were recorded for a given incident electron
energy (E0) and scattered electron angle (θe), (ii) a mode
where the energy loss was set at 0 eV (i.e., on the elastic peak)
and the elastic count rate at fixed θe is recorded as the incident
electron energy is scanned for E0 = 1.0−4.4 eV, and (iii) the
energy loss is fixed at ∼3.022 eV [i.e., the excitation energy
of the (5s26s) 2S1/2 state of interest] and the scattered inelastic
count rate is recorded as a function of θe from 2◦−150◦ at a
fixed E0 (either 10, 20, 40, 60, 80, or 100 eV).

The atomic indium beam was produced by a resistively
heated oven filled with 99.9% purity indium granules. Two
temperatures were typically employed during the present mea-
surements, one at approximately 1220 K and the other at about
1300 K. These operational temperatures gave metal-vapor

pressures of approximately 2.1 Pa (16 mTorr) and 8.6 Pa (65
mTorr), respectively [41]. In both cases, the effusive indium
beam consists of only ground-state atoms since each temper-
ature is well below that needed to thermally populate the first
(5p) 2P3/2 metastable state (whose energy of 0.274 eV cor-
responds to a T ∼ 3180 K). Using the electron spectrometer
in mode (i) described above, two typical energy-loss spectra at
T = 1220 and 1300 K are, respectively, given in Figs. 1(a) and
1(b). Note that, as we shall see in the next section, the inelastic
6s differential cross sections could vary over five orders of
magnitude as θe changed from 2◦ to 150◦. Therefore, the
lower temperature was often utilized to make measurements
of the angular distributions at the more forward-scattered
electron angles, thereby avoiding saturation of the scattered
electron detector (channeltron), while the higher temperature
was employed at the larger scattered electron angles where
the excitation cross sections were very small. There are two
important points to be gleaned from Fig. 1. The first is
that irrespective of the operational temperature, the (6s) 2S1/2

inelastic state of interest is well resolved from any of the
other elastic and inelastic features. The second is that in
Fig. 1(b), we can clearly also find features that originate from
the excitation of the (5p) 2P3/2 metastable state. These latter
features can only arise if the following scenario is met: an
initial electron excites the (5p) 2P3/2 state from the ground
(5p) 2P1/2 state, and then, before that metastable atom can
decay (lifetime ∼10.3 s [42]) or leave the interaction region, a
subsequent incident electron scatters from it, leading to those
additional observed two-step features in Fig. 1(b).

The overall energy resolution (�Eres) is ∼140 meV in this
work, as determined from the full width at half maximum
(FWHM) of the measured 6s peak in our energy-loss spectra
(see Fig. 1). While allowing us to resolve the 6s line from all
others in the relevant spectra, it did not allow us to resolve
transitions to the (6p) 2P1/2,3/2 states (3.945 and 3.982 eV,
respectively) and to the (5d ) 2D3/2,5/2 states (4.078 and
4.081 eV, respectively). The next weak peak in our energy-loss
spectra (again, see Fig. 1) is due to the combined excitation of
the (7s) 2S1/2 (4.501 eV) and the (5s5p2) 4P1/2,3/2,5/2 states
(4.337, 4.467, and 4.643 eV, respectively). The existence of
other higher-lying discrete inelastic states is also visible up
to the ionization potential at 5.786 eV. The incident electron-
energy scale was calibrated using the spectrometer in mode
(ii), and looking for a Wigner-Cusp-like feature in the elastic
intensity versus energy distribution at 3.022 eV. Typically, this
calibration was made at θe = 20◦, and we believe it is accurate
to about 100 meV.

The experimental procedure for the determination of our
inelastic 6s DCSs initially involves calibrating the angular
scale for the true 0◦ scattering angle. This is achieved, for a
given E0, by setting the energy loss to 3.022 eV (i.e., for the
6s peak) and then measuring the symmetry of the scattered
electron intensity at small negative and positive angles about
0◦. Once calibrated, again for a given E0 and the energy
loss set at 3.022 eV, we next measured the scattered inelastic
6s intensity as a function of θe at fixed angles in the range
2◦−150◦ (see Table IV). Background-intensity measurements
were made at each θe by moving the energy loss off 3.022 eV
and to a value where no peak is observed, and measuring the
signal there. This background intensity is then subtracted from
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TABLE IV. Differential cross sections for the excitation of the 6s 2S1/2 state of indium. The last row contains the angle-integrated cross
sections in units of 10−20 m2. The absolute uncertainties are indicated in parentheses.

Scattering
DCS (×10−16 cm2 sr−1)

angle
(degrees) 10 eV 20 eV 40 eV 60 eV 80 eV 100 eV

2 12.5(1.6) 30.1(3.9) 45.0(6.2) 45.2(7.3) 49.9(10.6) 50.1(10.9)
4 9.2(1.2) 21.1(2.8) 24.3(3.6) 19.9(3.4) 18.3(3.4) 14.3(2.8)
6 6.10(0.83) 13.2(1.8) 11.1(1.7) 7.72(1.36) 5.17(1.01) 3.13(0.65)
8 3.73(0.52) 7.54(1.13) 4.67(0.80) 3.07(0.55) 1.44(0.28) 0.839(0.148)
10 2.32(0.35) 4.32(0.64) 2.18(0.34) 1.27(0.24) 0.555(0.099) 0.316(0.048)
20 0.266(0.041) 0.138(0.021) 0.0595(0.0103) 0.0468(0.0105) 0.0269(0.0065) 0.0090(0.0021)
30 0.0556(0.0095) 0.0527(0.0084) 0.0145(0.0035) 0.0084(0.0019) 0.0063(0.0024) 0.0040(0.0014)
40 0.0237(0.0048) 0.0173(0.0033) 0.0017(0.0009) 0.0035(0.0010) 0.0044(0.0021) 0.0026(0.0008)
50 0.0128(0.0026) 0.0026(0.0009) 0.0013(0.0008) 0.0027(0.0009) 0.0028(0.0019) 0.0022(0.0015)
60 0.0071(0.0017) 0.0024(0.0010) 0.0020(0.0009) 0.0011(0.0008) 0.0031(0.0022) 0.0025(0.0016)
70 0.0028(0.0011) 0.0012(0.0009) 0.0017(0.0009) 0.0011(0.0008) 0.0013(0.0009) 0.0025(0.0017)
80 0.0022(0.0010) 0.0032(0.0011) 0.0012(0.0008) 0.0012(0.0008) 0.0022(0.0015) 0.0019(0.0014)
90 0.0014(0.0008) 0.0015(0.0009) 0.0013(0.0009) 0.0014(0.0009) 0.0021(0.0015) 0.0040(0.0026)
100 0.00083(0.00070) 0.00072(0.00029) 0.0022(0.0010) 0.0021(0.0009) 0.00093(0.00074) 0.0041(0.0027)
110 0.0015(0.0005) 0.00043(0.00015) 0.0043(0.0012) 0.0038(0.0011) 0.0018(0.0013) 0.0043(0.0027)
120 0.0021(0.0010) 0.00107(0.00034) 0.0066(0.0017) 0.0036(0.0010) 0.0034(0.0022) 0.0045(0.0028)
130 0.0036(0.0014) 0.0039(0.0037) 0.0043(0.0014) 0.0024(0.0009) 0.00095(0.00076) 0.0046(0.0032)
140 0.0038(0.0012) 0.0023(0.0005) 0.0031(0.0011) 0.00082(0.00061) 0.0036(0.0022) 0.0041(0.0027)
150 0.0037(0.0015) 0.0054(0.0010) 0.0100(0.0022) 0.0018(0.0008) 0.0011(0.0008) 0.0054(0.0031)
ICS 0.941(0.423) 1.60(0.56) 1.53(0.54) 1.10(0.38) 0.998(0.349) 0.819(0.287)

that obtained for the 6s peak in order to obtain the true 6s
signal.

This entire procedure is, at the required E0, repeated three
to five times and on different days, with the weighted mean
of the relative DCSs of those measurements subsequently
being determined. The resulting angular distribution is then
multiplied by the effective path-length (or volume) correction
factor [43,44], as previously determined, at the same E0, by
Rabasović et al. [45]. The absolute scale of that angular
distribution is then determined, at 20, 40, 60, 80, and 100 eV,
respectively, by measurement of the 6s inelastic to elastic
intensity ratios at 10◦ (for each E0) and then using the absolute
values of the elastic DCS from Rabasović et al. [13]. We
note that this method could not be employed at 10 eV, as
no 10 eV and 10◦ elastic DCS is available in the work of
Rabasović et al. [13]. As a consequence, the absolute scale
at 10 eV is set by a generalized oscillator strength analysis
[6] of its 6s angular distribution in a method very similar to
that of the preliminary study from Rabasović et al. [15]. The
overall uncertainty on our DCSs is determined as the square
root of the sum of the squared individual error contributions:
(i) statistical uncertainties determined for each E0 and every θe

from the weighted mean of the relative true signal intensities;
(ii) estimated uncertainty contributions due to errors in the
energy-scale calibration, the effective path-length correction
factor, and the calibration of the true 0◦ scattering angle;
(iii) the uncertainty in the 6s to elastic intensity ratios in the
normalization process; and (iv) the inherited errors on the
elastic DCSs from Rabasović et al. [13]. Values of the absolute
errors in our 6s DCSs, at each E0 and θe, can be found in
Table IV. Note that in some cases (e.g., at 20 eV and θe =
130◦), relatively large and somewhat anomalous errors are

found. This is due to working in regimes where the scattered
intensity is weak, and the signal-to-noise characteristics are
quite marginal.

Having determined our measured inelastic 6s DCSs, we
now need to extrapolate them to θ = 0◦ and 180◦, perform an
interpolation, and then undertake the appropriate integration
in order to derive the 6s ICSs at each energy. Two approaches
were utilized to achieve that aim. In the first, we used the an-
gular dependence predicted by our DBSR-214 theory in order
to make the extrapolation, while in the second, the fitting anal-
ysis of Allen and co-workers [46,47] provided an independent
self-consistency check. In all cases, the 6s ICSs we obtained,
from each of the aforementioned approaches, were found
to be consistent with one another to within our uncertainty
estimates on the ICSs. A summary of our measured ICSs and
their associated errors can be found at the foot of Table IV.
Note that our uncertainty estimates on the ICSs incorporate
all the uncertainties on the DCS, but weighted for the sin θ

term in the integrand when calculating those ICSs, and an
additional uncertainty due to the extrapolation of our DCS to
0◦ and 180◦ in order to perform the integration at each E0.

IV. RESULTS AND DISCUSSION

In Table IV and Figs. 2(a)–2(f), we present our measured
6s excitation DCS for the incident electron energies (a) 10, (b)
20, (c) 40, (d) 60, (e) 80, and (f) 100 eV. Also shown in Fig. 2
are the corresponding results from our BSR-222, DBSR-22,
DBSR-214, and RCCC-75 computations, as well as the results
from an earlier RDW calculation [14].

There are several general observations we can make with
regard to Fig. 2. First, we highlight the excellent agreement
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FIG. 2. Angle-differential cross section for electron-impact excitation of the (5s25p) 2Po
1/2 → (5s26s) 2S1/2 transition in neutral In at

incident projectile energies of (a) 10, (b) 20, (c) 40, (d) 60, (e) 80, and (f) 100 eV. Predictions from the DBSR-22, BSR-222, DBSR-214,
and RCCC-75 models are compared with the present experimental data. See, also, the legend in the figure.

between our DBSR-214 and RCCC-75 theories and the
present experimental data, at the more forward-scattered elec-
tron angles (θ � 10◦) and for all the incident electron energies
in the 10–100 eV range that we studied. This is no moot point;

it is precisely these very forward angles θ which make the
major contribution to the integrand in calculating the ICS at
each E0. Thus, on the basis of this very good accord between
measurement and calculation at those more forward-scattered
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FIG. 3. Angle-integrated cross section for electron-impact ex-
citation of the (5s25p) 2Po

1/2 → (5s26s) 2S1/2 transition in neutral
In. We show predictions from the (b) BSR-22, BSR-100, BSR-
222, DBSR-22, DBSR-104, and DBSR-214 models, as well as the
(a) RCCC-75 model and a comparison with the current experimental
data.

electron angles, we can also safely anticipate a good level of
agreement between them at the integral cross-section level of
comparison (see later and Fig. 3).

Second, we highlight the very good level of accord in Fig. 2
between our RCCC-75 and DBSR-214 calculations across all
θ and at each E0 studied. This is no moot point either, as, in
attempting to construct a recommended data set for this ex-
citation process, it is vital to have two high-level calculations
in such good agreement with one another. We note that where
differences in our RCCC-75 and DBSR-214 computations are
observed, we believe that they are attributable to the subtle
differences in the target-structure descriptions in both models.

The third general observation we make relates to the RDW
results. At 10 and 20 eV, they overestimate the magnitude of
the present measured and calculated DCS across the entire
scattered electron angular range. This is not a new observa-
tion; the limitations of the (R)DW approach to calculating
inelastic DCS at lower energies are well known. By 40 eV,
however, the RDW is at least correctly predicting the mag-
nitude and angular dependence [see Fig. 2(c)] of the very

forward-angle DCS, although it continues to overestimate
the magnitude of the cross section at intermediate scattered
electron energies. This forward-angle behavior of the RDW
persists at 60, 80, and 100 eV, so that estimates of the RDW
ICS at those energies might be expected to be physical.
Furthermore, it is clear from Fig. 2 that as the energy of
the incident electron increases, the RDW results become in
better accord with the present measured and calculated cross
sections.

The final general point that we highlight is the excellent
quantitative agreement between our DBSR-214 and RCCC-75
results and the present measurements for 20, 40, 60, and 80 eV
impact energies and across all the scattered electron angles
(see Fig. 2). In addition, we believe that at 100 eV, the level of
accord is semiquantitative in nature, with the comparison we
observe in Fig. 2(f) probably highlighting just how difficult
it is (experimentally) in measuring very small cross-section
values at middle and backward angles.

Only at 10 eV and for θ > 10◦ [see Fig. 2(a)] do we find
a serious discrepancy in the magnitude of the DCSs between
our calculations and measurement, although the shape accord
between theory and experiment remains qualitatively very
good. One possible experimental explanation for this discrep-
ancy is if, despite our best efforts, our effective path-length
correction factor [45] for 10 eV was a little inaccurate. From
the theoretical side, the fact that the diverse calculations are
in such agreement indicates that convergence with increasing
number of states in the close-coupling expansion has been
reached to sufficient accuracy. However, given the smallness
of the cross sections, the observed discrepancy could be due to
some minor systematic inaccuracy in the calculations. Never-
theless, for practical purposes, the agreement at the forward-
scattering angles is such that the integrated cross section
obtained from experiment and theory would be in excellent
agreement.

One of the key features from the present study is the strong
oscillatory nature of the angular distributions in Fig. 2. Indeed,
this behavior appears to be ubiquitous in electron-metal vapor
scattering, for both the elastic and discrete inelastic channels,
with a few examples supporting that assertion being bismuth
[40], zinc [39], sodium [48], and magnesium [49]. The oscil-
latory nature of any differential cross section arises from the
interference, both constructive and destructive, between the
various partial waves that describe the collisional behavior.
In the present case of inelastic scattering, where the orbital
angular momentum of the projectile necessarily has to change
from the initial state to the final state in order to conserve the
parity as well as the coupled electronic angular momentum
(J) of the combined target + projectile collision system, the
details depend in a complex way on the interference between
T -matrix elements that need to be combined with spherical
harmonics in order to generate the scattering amplitudes [50]
and, subsequently, the angle-differential cross section [51].
It is, therefore, generally not possible to predict either the
number or the positions of the minima (maxima) in the
DCS. Even though in some special circumstances and models
a resemblance to elastic scattering may appear in inelastic
collisions [52], and the DCS generally exhibits less structure
in the angular dependence with decreasing projectile energy,
drawing truly quantitative conclusions is not possible.
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At the foot of Table IV and in Fig. 3(a), we present
our derived 6s experimental excitation ICSs. Also shown in
Fig. 3(a) are the results from our BSR-222, DBSR-214, and
RCCC-75 computations. Our best calculations, the RCCC-75
and DBSR-214, agree extremely well with each other and, to
within the uncertainties on the experimental ICSs, they also
agree very well with the measured data. Our nonrelativis-
tic BSR-222 computation also agrees with the experimental
results to within the uncertainties on those measurements,
with the observed differences between it and the DBSR-214
calculation being due to the different structure model used in
each case. As noted in Sec. II, both the (D)BSR and RCCC
calculations appear to be well converged with the number
of states included in the close-coupling expansion. Indeed,
if we were to take an average of the RCCC-75 and DBSR-
214 ICSs, and then calculate the standard deviation of that
average from the individual computations, a discrepancy of
typically less than 10% is found. We therefore ascribe the
uncertainty on our RCCC-75 and DBSR-214 results to be a
conservative ±10%. Furthermore, that average theoretical ICS
remains in very good accord, as expected, with the measured
ICSs and so represents an excellent candidate for being a
recommended 6s integral cross section for electron-indium
scattering.

In Fig. 3(b), we explicitly demonstrate the convergence
properties of our BSR and DBSR calculations. This is one
of the procedures recommended in [53]. As we can see
from this figure, away from the near-threshold energy region,
the 6s ICS does not change significantly in going from our
BSR-100 to BSR-222 calculations and, similarly, it does not
change significantly in going from our DBSR-104 to DBSR-
214 computations. These observations give us confidence in
the convergence of our BSR-222 and DBSR-214 ICSs. In
the near-threshold region, both our BSR and DBSR results,
and our RCCC results, show peaklike structures in the ICS,
which are mainly due to Feshbach resonances, and some more
smoother structures, reminiscent of Wigner cusps, that are
related to the opening of higher-lying channels as the incident
electron energy is increased. The near-threshold structure
seen in the (D)BSR calculation is very complex. To resolve
the details and to check the stability with regard to even
minor changes in the models, a very narrow energy grid
would have to be used, followed by a thorough analysis
of the partial-wave contributions and fitting of the T -matrix
elements to multichannel resonance theory [54]. This is far
beyond the scope of the present paper, where our main aim
is to lay the groundwork for a set of recommended cross
sections that can be used to produce reliable rate coefficients
for modeling. For that purpose, the fine details of the res-
onance structure over a small energy range are irrelevant.
Nonetheless, it does remain an interesting project for the
future.

V. CONCLUSIONS

We have reported on experimental and theoretical re-
sults for electron-impact excitation of the (5s25p) 2Po

1/2 →
(5s26s) 2S1/2 transition in neutral indium, and in doing so
we have significantly extended the available cross-section
database for this scattering system. Strong interference ef-
fects, both constructive and destructive, in the partial waves
describing this inelastic scattering process were clearly ob-
served in our measured and calculated angular distributions,
as was their energy dependence. Generally excellent agree-
ment was found between our highest-level RCCC-75 and
DBSR-214 calculations, at both the DCS and ICS levels of
comparison; and with the main exception of 10 eV and for
scattered electron angles >10◦, there was also very good
accord found between those calculations and our measured
data. Given this high level of accord between our experimental
and theoretical results, we believe a recommended 6s data
set could be formed by taking an average, at any energy,
between our RCCC-75 and DBSR-214 calculations with the
uncertainty on that average result being about ±10%.

Structures, near threshold, in the 6s integral cross section
were also found. These originate from either Feshbach res-
onances or are associated with the opening of higher-lying
discrete excited electronic states (possibly Wigner cusps) as
the incident electron energy is increased. However, more de-
tailed calculations, beyond the scope of this study, are required
before any attempt to classify them might be made. We note,
additionally, that negative-ion resonance features in indium
were also briefly mentioned in the review of Buckman and
Clark [55].
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García, F. Blanco, and M. J. Brunger, Phys. Rev. A 99, 062702
(2019).
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Abstract. In this work we propose a complete and consistent set of cross sections for electron scattering in
mercury vapor. The set is validated through a series of comparisons between swarm data calculated using
a multi term theory for solving the Boltzmann equation and Monte Carlo simulations, and the available
experimental data. Other sets of cross sections for electron scattering in mercury vapor were also used as
input in our numerical codes with the aim of testing their completeness, consistency and accuracy. The
calculated swarm parameters are compared with measurements in order to assess the quality of the cross
sections in providing data for plasma modeling. In particular, we discuss the dependence of transport
coefficients on the pressure and temperature of mercury vapor, and the occurrence of negative differential
conductivity (NDC) in the limit of lower values of E/N . We have shown that the phenomenon of NDC
is induced by the presence of mercury dimers and that can be controlled by varying either pressure or
temperature of mercury vapor. The effective inelastic cross section for mercury dimers is estimated for a
range of pressures and temperatures. It is shown that the measured and calculated drift velocities agree
very well only if the effective inelastic cross section for mercury dimers and thermal motion of mercury
atoms are carefully considered and implemented in numerical calculations.

1 Introduction

The behavior of electrons in mercury vapor under the
influence of electric field is of vital interest in model-
ing of the gas-discharge lamps [1–3], lasers [4,5] and in
special applications such as ion thrusters for space propul-
sion [6]. Further optimization and understanding of such
applications is dependent on an accurate knowledge of
the cross sections for electron scattering, transport coef-
ficients and the physical processes involved. For example,
fluid models of low-pressure discharges used in fluores-
cent lamps often require swarm transport parameters as
a function of the reduced electric field and the gas tem-
perature [7,8]. Current models of high-pressure mercury
discharges, however, usually require a knowledge of the
electrical conductivity, which can be calculated from the
cross sections for electron scattering in mercury vapor and
electron mobility.

A number of methods have been applied to investigate
the behavior of electrons in mercury vapor and have been
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successfully applied to a variety of problems. For scatter-
ing theorists, the problem of the scattering of electrons
on mercury atoms is challenging due to importance of
relativistic effects and the correlation between different
subshells which require the use of either Dirac equations
or modified forms of the Schrödinger equation [9,10]. The
correct representation of a very large low energy resonance
in both elastic and momentum transfer cross sections
below the first inelastic threshold of the 3P0 state at
4.66 eV and impact of 6s6p2 resonances on the elastic
scattering and the excitation cross-section in the energy
range between 4 and 7 eV are also very important issues.
This makes mercury a particularly interesting target for
scattering theorists. No less challenging is the problem
of the transport of electrons in mercury vapor, given the
difficulties that occur in both the experimental measure-
ments, as well as in theoretical calculations based on the
Boltzmann equation and Monte Carlo simulations. For
example, it is very difficult to find the experimental data in
the literature for drift velocity and characteristic energy of
electrons in mercury vapor for high values of the reduced
electric fields, because such measurements require lower
vapor pressure and therefore lower temperature, which
is difficult to control accurately. In the domain of the
theoretical studies of electron transport in the mercury

https://epjd.epj.org/
https://doi.org/10.1140/epjd/e2017-80403-4
mailto:sasa.dujko@ipb.ac.rs


Page 2 of 15 Eur. Phys. J. D (2017) 71: 289

vapor based on the Boltzmann equation, only recently
it has been shown that nonlocal effects, resonances and
striations in mercury electrical discharges have much in
common with the behavior of electrons in mercury vapor
in the famous Franck–Hertz experiment [11–14].

In literature, already, some cross section sets for elec-
tron scattering in mercury vapor have been reported. Raju
reviewed measured and theoretically calculated electron
collision cross sections for mercury vapor and recom-
mended the values of drift velocity and reduced ionization
coefficient [15,16]. Complete sets of cross section were
reported by Rockwood [17], Nakamura and Lucas [18,19],
Sakai et al. [20] and Suzuki et al. [21]. Winkler et al. [22,23]
and Yousfi et al. [24] made significant contributions to the
development of transport and collision data for electrons
in mercury vapors by including the kinetics of excited
states and Penning ionization in their models of fluores-
cent lamps. The properties of electron swarms in pure
mercury vapor have also been analyzed by Garamoon and
Abdelhaleem [25], Braglia et al. [26] and Liu and Raju [27]
while the effects of metastable mercury and argon atoms
on electron transport were subject of studies performed
by the group of Prof. Tagashira [20,28,29]. The influence
of thermal motion of background mercury atoms on elec-
tron transport has been analyzed by Winkler et al. [30]
while the impact of a magnetic field on various transport
properties in a crossed field configuration was investigated
by Liu and Raju [31].

The common thread among many of these previous
studies is a systematic neglect of non-hydrodynamic
behavior of transport coefficients, which is reflected in
their dependence upon the pressure and temperature of
mercury vapor. Moreover, the effects of thermal motion
of mercury atoms have also been often neglected, duality
of transport coefficients (e.g., the existence of two differ-
ent families of transport coefficients, the bulk and the flux)
for electrons in mercury vapor has never been considered
and finally many studies have been made in the frame-
work of the two term theory for solving the Boltzmann
equation, despite its limitations and concerns regarding its
accuracy that have been well-documented [32,33]. Using
these facts as motivational factors, in this paper, we revisit
the issue surrounding computation of electron transport
properties in mercury vapor as a function of electric field,
pressure and temperature of mercury vapor. As a first
step, we have developed a complete set of cross sections for
electron scattering in mercury vapor. We apply the stan-
dard swarm procedure of deriving cross sections [33–35].
The initial set of cross sections is composed of cross
sections for the individual collision processes that are col-
lected from the literature. Using this initial set of cross
sections as an input for solving Boltzmann’s equation,
transport coefficients are calculated and compared with
the corresponding experimental data. The initial cross sec-
tions are then modified and the procedure is repeated in
order to obtain better agreement with the experimental
transport coefficients. The cross sections are considered
satisfactory when the calculated values for drift velocity,
ionization coefficient and characteristic energy match the
experimental values to within a standard experimental
uncertainty.

Other sets of cross sections for electron scattering in
mercury vapor that are available in the literature were
also incorporated into the Boltzmann equation and Monte
Carlo codes with the aim of assessing their completeness
and accuracy. This has been done through a series of
calculations focused on comparisons between the experi-
mentally measured and theoretically calculated transport
coefficients. In particular, we consider the pressure depen-
dence of transport coefficients due to the presence of mer-
cury dimers. The mercury dimers are molecular species
that can cause a significant change in the rate of energy
lost by the electrons via rotational and vibrational excita-
tion and hence a considerable change in the drift velocity.
The formation of dimers and their effect on the measured
drift has been studied by Nakamura and Lucas [18,19],
Elford [36] and England and Elford [37]. It was shown that
the drift velocity increases with pressure, but the occur-
rence of negative differential conductivity (NDC) has not
been reported. A cross section for momentum transfer in
elastic collisions and an effective inelastic cross section for
dimers have been derived using the well-established swarm
method of deriving cross sections. In order to reduce
the non-uniqueness of the initially derived cross section
for momentum transfer, McEachran and Elford [10] have
demonstrated that cross section for the momentum trans-
fer can be further refined by considering the additional
transport data.

In the present paper we extend the previous studies by
considering the occurrence of NDC in the limit of lower
values of E/N . NDC is the well-known phenomenon in
transport theory which is characterized by a decrease in
the drift velocity for increasing the applied electric field.
The conditions for the occurrence of NDC have been inves-
tigated previously. It was shown that NDC can be induced
and controlled by the presence of inelastic [38,39] and non-
conservative collisions [40,41], electron–electron collisions
[42,43] and anisotropic scattering [44]. For liquid argon
and xenon, however, there is a new type of NDC that
does not require inelastic collisions or non-conservative
processes, i.e. it is purely a consequence of the medium
structure [45,46]. In this work we demonstrate the NDC
phenomenon induced by the presence of mercury dimers.
The collision frequencies and the averaged energy losses
due to elastic and inelastic collisions are calculated with
the aim of explaining the development of NDC. The pres-
sure dependence of other transport properties, including
the mean energy and diffusion coefficients is also inves-
tigated. Particular attention is paid to the effects of the
mercury vapor temperature and how this affects the basic
properties of the drift and diffusion over a range of the
reduced electric fields of practical interest. This has been
done through a series of calculations based on a multi term
theory for solving the Boltzmann equation and Monte
Carlo simulation technique in which thermal motion of
background mercury atoms is rigorously accounted for.

This paper is organized as follows. In Section 2 we out-
line the theory used to solve the Boltzmann equation and
the basic elements of our Monte Carlo method for deter-
mining transport properties of electrons in mercury vapor.
In Section 3.2 we present a new collision cross section set
for electron scattering in mercury vapor, which revises the
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previous sets summarized by Rockwood [17], Sakai et al.
[20] and Suzuki et al. [21]. Comparison between the mea-
sured and calculated swarm data is shown in Section 3.3
while the pressure dependence of transport coefficients
and dimer-induced negative differential conductivity are
discussed in Section 3.4. In Section 3.5 we investigate the
synergism of thermal effects and the effects induced by the
mercury-dimers on electron transport in mercury vapor.
Finally, we summarize our conclusions in Section 4 and
also provide an outlook regarding the future transport
studies for electrons in mercury vapor.

2 Methods of calculation

In this work, we investigate a swarm of electrons moving
through a neutral gas under the influence of a uniform
electric field. The electron number density is assumed to
be sufficiently low so that the following conditions apply:
(i) electron–electron interactions and space-charge effects
can be neglected; (ii) the motion of the electrons can
be treated classically, and (iii) the background of neu-
tral atoms remains in thermal equilibrium. Electrons gain
energy from the external electric field and dissipate it by
collisions to the neutral gas atoms. The collisional transfer
of this energy to the neutral gas atoms occurs by elastic
and different types of inelastic collisions. This is a typi-
cal non-equilibrium system and its correct mathematical
description can only be obtained from kinetic theory [47].

2.1 Multi term solution of Boltzmann’s equation

To calculate the transport of electrons in mercury vapor,
we apply a multi term solution of the Boltzmann equation
for the phase-space distribution function f (r, c, t):

∂f

∂t
+ c · ∂f

∂r
+
eE

m
· ∂f
∂c

= −J (f, f0) , (1)

where r and c denote, respectively, the position and veloc-
ity co-ordinates in phase space, while e and m are the
charge and mass of electron, respectively, and E is the
applied external field. The right-hand side of equation (1)
represents the collision operator J , describing the rate of
change of the phase-space distribution function due to col-
lisions between the electrons and the neutral background
mercury vapor atoms.

In the present work we employ the original Boltzmann
collision operator for elastic processes [48] and its semi-
classical generalization for inelastic processes [49]:

Jin (f, f0) =
∑
jk

∫
[f (r, c, t) f0j (c0)− f (r, c′, t) f0k (c′0)]

× gσ (jk; g, ĝ · ĝ′) dĝdc0, (2)

where σ (jk; g, ĝ · ĝ′) is the differential cross section for
the scattering process (j, c, c0) → (k, c′, c′0). This cross
section depends on the electron’s incident kinetic energy
and on the angle between the incident and post-collision
relative velocity, g and g′, respectively. For a neutral
mercury vapor with temperature T and number density

N , the distribution of neutral velocities c0 in state j is
Maxwell–Boltzmann:

f
(j)
0 (c0) =

N

Z (T )
exp

(
− εj
kT

)
ω (α0, c0) , (3)

where Z (T ) is the partition function, εj is the energy of
a mercury atom (or mercury dimer) in quantum state j
and

ω (α0, c0) =

(
α2
0

2π

)3/2

exp
(
−α2

0c
2
0

)
, (4)

with α2
0 = m0/kT .

Electron ionization processes are described through the
operator [51]:

JI (f, f0) =
∑
j

N0jc
[
σI (j; c) f(r, c, t)− 2

×
∫
c′σI (j; c′)B (c, c′; j) f (r, c′, t) dc′

]
, (5)

where σI is the ionization cross section while B (c, c′; j) is
the probability for one of the two electrons after ionization
having a velocity in the range c to c+dc, for incident elec-
tron velocity c′, and N0j is the number density of mercury
atoms in the state j. In the present work we assume that
all fractions are equally probable. The probability function
must satisfy the following normalization conditions:

∫
B (c, c′; j) dc = 1, (6)

and

B (c, c′; j) = 0, if ε′ − ε < εI (j) , (7)

where ε′ and ε are the incident and post-ionization energy
of the electrons while εI (j) is the ionization potential of
the jth channel.

Solution of non-conservative Boltzmann’s equation (1)
has been extensively discussed by Robson and Ness
[50,51], White et al. [52,53] and Dujko et al. [54,55]. In
brief, we expand the phase-space distribution function in
terms of spherical harmonics with the aim of resolving
its angular dependence in velocity space. Transport coef-
ficients of charged particle swarms are exclusively defined
in the hydrodynamic regime. In the hydrodynamic regime,
the space-time dependence of the phase-space distribution
function is expressed by an expansion in terms of the gra-
dient of the electron number density n (r, t). In order to
resolve the speed-dependence of the phase-space distribu-
tion function, the expansion is made in terms of Sonine
polynomials about a Maxwellian distribution function.
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Thus, we solve equation (1) by making the expansions

f (r, c, t) = ω (α, c)
∞∑
l=0

l∑
m=−l

∞∑
ν=0

∞∑
s=0

s∑
λ=0

F (νlm|sλ)

×Nνl
(
αc√

2

)l
S
(ν)
l+1/2

(
α2c2

2

)
Y [l]
m (ĉ)G(sλ)

m n (r, t) , (8)

where ω (α, c) is a Maxwellian distribution at a tempera-

ture Tb and S
(ν)
l+1/2

(
α2c2

2

)
are Sonine polynomials. Y

[l]
m (ĉ)

is a spherical harmonic, a function of the angles ĉ and

G
(sλ)
m is the irreducible gradient tensor operator [50]. The

two-term approximation which forms the basis of the con-
ventional theories for solving the Boltzmann equation, is
based upon the choice of setting the upper bound on the
summation in (8) to lmax = 1. Its limitations and domains
of applicability in calculating transport coefficients for
electrons are thoroughly discussed in references [32,33].

Substitution of expansion (8) into equation (1) and
performing the appropriate “matrix element” operations
allows the Boltzmann equation to be converted into a
set of matrix equations for the expansion coefficients
F (νlm|sλ),

∞∑
ν′=0

∞∑
l′=0

l′∑
m′=−l′

[
Mνlm, ν′l′m′ +Rδν′νδl′lδm′m

]
×F (ν′l′m′|sλ) = Xνlm (sλ) ,

ν, l = 1, 2, . . . ,∞; m = −l, . . . ,+l, (9)

where R is the reaction rate. Explicit expressions for
the matrix of coefficients Mνlm, ν′l′m′ , which contains the
applied electric field and matrix elements of the collision
operator, and right-hand side Xlmν (sλ), can be found
elsewhere [51,54]. The expansion coefficients F (νlm|sλ)
are called “moments” and are related to the electron
transport properties as discussed in our previous works
[52–55]. These quantities are numbers that depend on the
applied electric field, the neutral number density N and
cross sections for electron scattering. They are required
for determination of both the bulk and the flux transport
coefficients. The flux drift velocity is the swarm averaged
velocity, while the bulk drift velocity is the rate of change
of the swarm’s centre of mass. The duality of transport
coefficients and its implications in plasma modeling has
been recently thoroughly discussed in references [56–59].

Of particular importance for the current paper is to
note that the motion of the neutrals is systematically and
rigorously incorporated into all collision process operators
and all spherical harmonic equations. In contrast, in con-
ventional theories which are usually based on the two term
approximation, the consideration of the thermal motion of
neutrals is often limited to the isotropic matrix elements
of the elastic collision operator. Errors resulting from such
theories will be discussed and illustrated in Section 3.4.

2.2 Monte Carlo method

A Monte Carlo simulation technique is also used in the
present work, but as an independent tool with the aim of
verifying the results of Boltzmann equation analysis. We
follow the space and time development of a swarm of elec-
trons in an infinite gas under the influence of a uniform
electric field. The electron trajectories between collisions
are determined by solving the collisionless equation of
motion of a single electron. The position and velocity of
each electron are updated after the time step ∆t which is
determined from the mean collision time divided by a large
number (usually 100) depending on the simulation condi-
tions. These small time steps ∆t are used for numerical
integration of the equation for the collision probability

p (t) = νT (ε (t)) exp

(
−
∫ t

t0

νT (ε (t′)) dt′
)
, (10)

where νT is the total collision frequency while t0 is either
the time of the electron entering the gas or the time of
a previous collision. Equation (10) gives the probability
that the electron will have a collision in the time interval
(t, t+ dt) and its numerical solution requires the use of
random numbers. The type of collision is also determined
using random numbers as well as relative probabilities for
individual collisional processes. The details of our Monte
Carlo method and explicit formulas for both the bulk
and flux transport coefficients are given in several of our
previous publications [54,55,60–62].

Two important issues deserve more mentioning in this
work. First, in our Monte Carlo code we have implemented
the procedure for calculating the collision frequency in the
case when thermal motion of the background gas cannot
be neglected for a Maxwellian velocity distribution of the
background gas particles. The details of the procedure can
be found in the recent work of Ristivojević and Petrović
[63]. This was a necessary step in this work, given the
importance of thermal collisions for adequate description
of electron transport in the limit of low electric fields.

Another issue in Monte Carlo simulations of electron
transport in mercury vapor is the simulation speed. To
achieve a good statistics of the final results and also to
make sure that the relaxation of the steady-state con-
ditions has been achieved, one needs to follow a large
number of electrons. Due to numerous elastic collisions
in which only a fraction of the initial electron energy is
transferred to a heavy mercury atom target, the efficiency
of energy transfer between the electrons and neutral mer-
cury atoms is very low. As a consequence, the relaxation
of energy is a very slow process and requires large com-
putation time. In order to optimize the simulation speed,
the simulations were usually began with a relatively low
number of electrons (typically 1.5× 103) and after relax-
ation to the steady state the electron swarm was scaled
up in numbers at fixed time intervals. The newly created
electron has the same dynamic properties as the original
one until the first collision. Following the first collision the
progeny and the original electrons follow different, inde-
pendent trajectories. Detailed testing has shown that this
technique does not affect the final results, but speeds up
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the relaxation considerably. For more details the reader is
referred to [54].

3 Results and discussion

3.1 Preliminaries

In the first part of this section we cover a range of reduced
electric fields between 0.1 and 1000 Td. The temperature
of the mercury vapor is 293 K while the pressure is set
to 1 Torr. Under these conditions the impact of mercury
dimers is negligible. In what follows these conditions will
be designated as “no dimers”. In the second part of the
present work, we consider a much narrower range of the
reduced electric fields: 0.1–3 Td. The temperature is set
to 573 K and calculations are performed for a range of
pressures. The influence of mercury dimers on the drift
velocity and other transport properties is investigated over
a range of conditions that are consistent with those present
in the experiment of England and Elford [37]. In the last
segment of this work, the transport coefficients are cal-
culated using our new set of cross sections for electron
scattering in mercury vapor over a range of E/N values
and temperatures relevant to light sources which utilize
mercury discharges.

The transport coefficients shown below are functions
of E/N and are expressed using the unit of Townsend
(1 Td = 10−21 Vm2). Calculations are performed assum-
ing that the internal states are governed by a Maxwell–
Boltzmann distribution which essentially places all mer-
cury atoms in the ground state. All scattering is assumed
isotropic and hence elastic cross section is the same as
the elastic momentum transfer cross section. The thermal
motion of background particles is carefully considered in
both Boltzmann equation analysis and in Monte Carlo
simulations.

3.2 Cross sections for electron scattering in mercury
vapor

In this work, we consider electron transport in mercury
vapor using the cross section set developed in this study.
This set of cross sections is shown in Figure 1. The cross
section for momentum transfer in elastic collisions is made
as follows. For lower electron energies, we use the experi-
mentally derived cross section of England and Elford [37]
while for higher energies, we use a cross section tabulated
in MAGBOLTZ code [64]. As discussed by England and
Elford, care must be taken in deriving of a cross section
for momentum transfer from the measured drift velocities
due to diffusion effects and the presence of mercury dimers
[37]. Cross sections for electronic excitations for levels 3P0,
3P1 and 3P2 are retrieved from [65] while electronic exci-
tations to 1S0 and 1P1 states as well as a cross section for
higher states are also taken from MAGBOLTZ code. For
electron-impact ionization, we have used the cross section
from [66]. Cross sections were slightly modified during the
calculations to improve agreement between the calculated
and measured swarm parameters. We found that we were
able to achieve a good agreement between calculated and

Fig. 1. Cross sections for electron scattering in Hg vapor: (1)
elastic momentum transfer, (2) excitation 3P0, (3) excitation
3P1, (4) excitation 3P2, (5) excitation 1P1, (6) excitation 1S0,
(7) excitation to higher states and (8) ionization.

measured drift velocities for lower E/N by adjusting only
the magnitude of the elastic momentum transfer cross sec-
tion. For higher E/N (e.g. for higher electron energies),
we have slightly modified the cross sections for electronic
excitations in order to reproduce the measured ionization
coefficient. This procedure is based on the experience that
the calculated ionization rate is affected more by the mod-
ifications of the cross sections for electronic excitations
than by the modifications of the ionization cross section
[33,35].

A single effective inelastic cross section with the energy
threshold of 0.04 eV is added to our cross section set, for
electron scattering on mercury atoms, in order to rep-
resent the energy losses and momentum changes due to
rotational and vibrational excitations of mercury dimers.
It was necessary to include an effective cross section,
since there are no cross sections for other channels of
electron scattering on mercury dimers in the literature.
There are no competing processes in the same energy
range for collisions on monomers thus the contribution
of the rotational–vibrational excitation will be significant.
In principle, we may assume that the abundance of the
dimers is sufficiently low so their overall contribution is
negligible for processes that have a competing channel in
scattering on monomer. In other words, we may assume
that for all the other processes the cross sections are the
same as for the monomer and we may apply an effective
cross section for rotational and vibrational excitation of
dimers and add that process to the set of cross sections
for monomers. This effective cross section is derived using
the experimental measurements of Elford and co-workers
[36,37]. We have used the following assumptions:

– mercury dimers are always present in mercury vapor
at a concentration proportional to the number den-
sity of mercury atoms;

– in order to account for the dimer number density,
the amplitude of the effective cross section is scaled
with their fractional abundance;

– the ideal gas law is assumed for the equation of state
of mercury vapor.
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Fig. 2. Comparison of the drift velocity calculated using
the present set of cross sections with the available experi-
mental measurements of England and Elford [37], Klarfeld
[67] and McCutchen [68]. Our results for the drift velocity
are also compared with the available Monte Carlo calcula-
tions [27], Boltzmann equation results [25] and with the data
recommended by Raju [15,16].

The effective cross section for dimers at pressure p and
temperature T is given by [37]

σ (ε) = 8.3σi (ε)∆ (p, T ) , (11)

where 8.3 is a maximal value of the cross section at frac-
tional dimer abundance of 1 ppm, σi (ε) is the dimer cross
section used to fit the measurements of drift velocity and
∆ (p, T ) is the fractional abundance of dimers at pressure
p and temperature T . Cross sections σi (ε) as a function
of electron energy in units of squared angstroms are given
by England and Elford [37]. Using the above assumptions
and a value of 21.8 × 10−6 for fractional abundance of
dimers at the pressure of 1 kPa and temperature of 573 K
we have

∆ (p, T )

∆1 (p1, T1)
=

n

n1
=

p

p1

T1
T
, (12)

and hence

∆ (p, T ) = 21.8× 10−6
p

1 kPa

573 K

T
. (13)

Combining equations (11) and (13) yields the following
simple expression for deriving the dimer cross section at
the pressure p and temperature T

σ (ε) = 180× 10−6
p

1 kPa

573 K

T
σi (ε) . (14)

From equation (14) it is clear that the mercury-dimer cross
section depends on the ratio p/T . If the mercury vapor
temperature T is fixed and the pressure p is increased,
then the mercury-dimer cross section grows and vice
versa, if one keeps the pressure p fixed and increases the
mercury vapor temperature T , then the mercury-dimer
cross section declines. However, it should be noted that

Fig. 3. Comparison of the drift velocity calculated using the
present set of cross sections with those calculated using the
cross sections sets developed by Rockwood [17], Sakai et al.
[20] and Suzuki et al. [21]. Results are presented for the lower
values of E/N and are compared with the measurements of
England and Elford [37] which have been recommended by
Raju [16]. The temperature of the dimer-free mercury vapor is
573 K.

the saturated mercury vapor pressure at 573 K is 33 kPa
(approximately 248 Torr). This means that at the temper-
ature of 573 K it is not possible to consider the influence
of pressures higher than 33 kPa, and vice versa, it is not
possible to consider the transport of electrons at a pres-
sure of 33 kPa for the temperature less than 573 K. These
conditions correspond to liquid mercury, which is certainly
beyond the scope of this work.

The effective cross section which describes rotational
and vibrational excitations of mercury dimers is consid-
erable at higher pressures and lower temperatures. The
corresponding superelastic cross section has been calcu-
lated using the principle of detailed balance in a thermal
equilibrium.

3.3 Comparison between measured and calculated
transport coefficients

In order to test the present set of cross sections for electron
scattering in mercury vapor, we compare our theoretically
calculated transport coefficients with various measure-
ments and other calculations under conditions in which
the influence of mercury dimers is negligible. In particu-
lar, we compare our calculations with the two sets of data
recommended and published by Raju [15,16]. The trans-
port coefficients are shown in Figures 2–6 as functions of
E/N . Calculations are performed using the present set
of cross sections and those developed by Rockwood [17],
Sakai et al. [20] and Suzuki et al. [21]. We have applied a
multi term approach for solving the Boltzmann equation
assuming the pressure of 1 Torr while the temperature of
mercury vapor is set to 293 K. Under these conditions the
influence of mercury dimers on transport coefficients could
be neglected. The convergence of transport coefficients
was good and a value of lmax = 5 was generally required
for achieving an accuracy to within 1% or better.
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Fig. 4. Comparison of the drift velocity calculated using the
present set of cross sections with those calculated using the
cross sections sets developed by Rockwood [17], Sakai et al. [20]
and Suzuki et al. [21]. Results are also compared with the drift
velocity data recommended by Raju [15,16]. The temperature
of the dimer-free mercury vapor is 293 K.

Fig. 5. Comparison of the characteristic energy, calculated
using the present set of cross sections with those calculated
using the cross section sets developed by Rockwood [17],
Sakai et al. [20] and Suzuki et al. [21]. Results are also com-
pared with the measurements of Ovcharenko and Chernyshev
[69], Hayes and Wojacyek [70] and Klarfeld [67].

The bulk and flux drift velocities along with the exper-
imental results of Klarfeld [67], McCutchen [68] and those
recommended by Raju [15,16] are shown in Figure 2. The
values of drift velocity calculated by a Monte Carlo sim-
ulation technique [27] and those obtained by solving the
Boltzmann equation [25] are also plotted. For the low val-
ues of E/N we observe relatively poor agreement between
our results and measurements of England and Elford [37].
This follows from the fact that our calculations have been
performed assuming the mercury vapor temperature of
293 K while the experimental values of drift velocities in
a dimer-free mercury vapor of England and Elford are
obtained at 573 K. The Raju’s 2012 recommended data
are consistent with the measurements England and Elford
[37]. After increasing the temperature of dimer-free mer-
cury vapor to 573 K in our calculations, we have observed

Fig. 6. Comparison of the ionization coefficient calculated
using the present set of cross sections with those calcu-
lated using the cross section sets developed by Rockwood
[17], Sakai et al. [20] and Suzuki et al. [21]. Results are also
compared with the Raju’s 2012 recommended data.

an excellent agreement between the calculated and mea-
sured drift velocities (see Fig. 3). Comparing our results
and those measured by McCutchen [68], it is evident
that a significant disagreement exists (see Fig. 2). The
signs of NDC are clearly evident in the measurements
of McCutchen [68]. This suggests that the experiment
was operated under conditions in which the traces of
mercury dimers were present. Indeed, the pressure of mer-
cury vapor in his experiment was set to 350 Torr while
no temperatures were given for any experimental runs.
The agreement between our results and measurements
of McCutchen [68] becomes much better for the higher
values of E/N as the impact of mercury dimers on the
drift velocity is reduced. At intermediate fields (10 Td<
E/N <100 Td), our results and Monte Carlo results of Liu
and Raju [27] agree also very well. At higher E/N , above
100 Td, we see that the present calculations tend to lie a
little above the experimental results of Klarfeld [67] and
calculations of Garamoon and Abdelhaleem [25]. Never-
theless, the agreement is still quite reasonable. Due to the
explicit contribution of ionization, the differences between
the bulk and flux values of the drift velocity are of the
order of 25% in the limit of the highest E/N considered in
this work. Below 100 Td, however there is no appreciable
difference between the two. In conclusion, from the pro-
file of the drift velocity calculated using the present set
of cross sections and temperature of 293 K for mercury
vapor, there are no signs of NDC, i.e., the drift velocity is
a monotonically increasing function of E/N .

In Figure 4 we show the variation of the flux and bulk
drift velocities with E/N . The plots were calculated using
the present set of cross sections and those developed by
Rockwood [17], Sakai et al. [20] and Suzuki et al. [21].
For clarity, the flux drift velocity is shown only for the
present set of cross sections. The results are also com-
pared with the two sets of Raju’s recommended data
[15,16]. For the lower values of E/N , we again observe
the inconsistency between our calculated data assuming
the present set of cross sections and Raju’s 2012 rec-
ommended data [16]. Increasing the temperature of the
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Fig. 7. Drift velocity as a function of E/N for a range of
pressures. The temperature of the mercury vapor is 573 K.

mercury vapor to 573 K the agreement between our calcu-
lations and Raju’s 2012 recommended data is excellent
(see Fig. 3). In the same region of E/N , the agree-
ment between the calculated drift velocities assuming
the cross section sets developed by Rockwood [17] and
Sakai et al. [20] is very good. The agreement is not sur-
prising, since the cross section for momentum transfer
in elastic collisions developed by Rockwood [17] was also
used by Sakai et al. [20]. For the intermediate values of
E/N (10 Td< E/N <100 Td), we observe the excellent
agreement between all calculated drift velocities. For the
higher values of E/N , the agreement is slightly deterio-
rated. The calculated flux drift velocity using the present
set of cross sections agrees reasonably well with the calcu-
lated bulk drift velocity assuming the set of cross sections
developed by Sakai et al. [20]. On the other hand, the bulk
drift velocities calculated using the present set and a set
of cross sections developed by Suzuki et al. [21] agree very
well. The set of cross sections developed by Rockwood [17]
could not be used for calculations in the limit of higher
E/N since it covers the range of electron energies only up
to 30 eV. In conclusion, with the exception of the Raju’s
2006 recommended data, our calculations clearly show the
absence of NDC for all sets of cross sections employed in
this work.

Figure 5 shows the flux and the bulk characteristic
energies as a function of E/N . The characteristic energy
provides a good estimate of the average energy of the elec-
trons in the swarm. This quantity is extremely sensitive to
the presence of inelastic processes and hence its compar-
ison with experimental data indicates the quality of the
energy balance of the cross section sets under considera-
tion. Calculations using the present set of cross sections
and those developed by Rockwood [17], Sakai et al. [20]
and Suzuki et al. [21] are compared with the experimen-
tal results of Ovcharenko and Chernyshev [69], Hayes and
Wojacyek [70] and Klarfeld [67]. For the lower values of
E/N , we observe that the characteristic energy calculated
from the present set of cross sections is in quite nice agree-
ment with measurements of Ovcharenko and Chernyshev
[69]. The agreement is also good with the measurements
of Hayes and Wojacyek [70] for the intermediate values of

Fig. 8. Mean energy as a function of E/N for the same
conditions as in Figure 7.

E/N while in the limit of the highest E/N considered in
this work, the calculated values approach to each other
and generally tend to lie a little below the experimental
results of Klarfeld [67].

In Figure 6 we show the variation of the ionization
coefficient with E/N . Calculations using the present set
of cross sections and those published by Rockwood [17],
Sakai et al. [20] and Suzuki et al. [21] are compared
with the Raju’s 2012 recommended data. The agreement
between Raju’s 2012 recommended data and those cal-
culated assuming the present set of cross sections is very
good. On the other hand, calculations assuming the set of
cross sections developed by Suzuki et al. [21] are system-
atically higher than Raju’s 2012 recommended data while
calculations using the sets of cross sections developed by
Rockwood [17] and Sakai et al. [20] are lower at low E/N
than Raju’s 2012 recommended data. We observe that cal-
culation based on the present set of cross sections slightly
deviate from the Raju’s 2012 recommended data only in
the limit of lower E/N . One may expect such behavior as
the computer code must cope with very small values of
the distribution function in the energy region where the
ionization cross section is appreciable. Furthermore, the
experimental measurements of the ionization coefficient
in the vicinity of the ionization threshold, usually have
great uncertainty.

3.4 Pressure dependence of transport coefficients and
NDC effect

In this section we investigate the effects of mercury dimes
on electron transport. Calculations are performed for a
range of pressures while the temperature of mercury vapor
is set to 573 K. The cross sections detailed in Section 3.2
and displayed in Figure 1 are used as an input into Monte
Carlo simulations. In Figure 7 we show the drift veloc-
ity as a function of E/N for a range of pressures. From
Figure 7 we see that the drift velocity increases with the
pressure of mercury vapor for low values of E/N and
becomes pressure independent for higher values of E/N .
Other transport coefficients and properties show pressure
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Fig. 9. Longitudinal and transverse diffusion coefficients as a function of E/N for the same conditions as in Figure 7.

dependence over the same range of E/N . As an illustra-
tive example, in Figures 8 and 9 we show the variation
of the mean energy and diffusion coefficients with E/N .
While the mean energy decreases with an increasing pres-
sure, the diffusion coefficients are increased. The pressure
dependence of the drift velocity (and other transport coef-
ficients) arises through the pressure dependence of the
dimer cross section. It is well known that in elastic col-
lisions a fraction of the initial energy m/M is transferred
from the electron to the neutral particle, while for inelas-
tic collisions a considerably larger fixed energy loss is
transferred in addition, per each interaction. Assuming
isotropic model of scattering, the vector of electron veloc-
ity is arbitrarily oriented after collisions, which leads to
a reduction in the directed component of the velocity. In
other words, elastic collisions have the effect of random-
izing the direction of electron motion, while preserving
their speeds. When inelastic collisions are significant, how-
ever, the energy transfer is no longer relatively small.
This in turns reduces the chaotic component of the elec-
tron velocity, and inelastic collisions no longer have the
effect of randomizing the direction of electron motion.
This indicates that the increase in gas pressure enhances
drift velocity and reduces mean energy. For higher electron
energies, the cross section for mercury dimers is reduced
and transport coefficients become pressure independent.

In addition to the pressure dependence of the drift
velocity and other transport coefficients, we observe the
presence of NDC in the profiles of drift velocity in the
limit of pressures that approach to the pressure of satu-
rated mercury vapor. A study of the NDC for model gases
was performed by Petrović et al. [38] in which the condi-
tions for elastic and inelastic cross sections required for
the occurrence of NDC were discussed. Using momentum
transfer theory, Robson had developed an analytical cri-
terion for NDC in a conservative single gas [39] that was
further extended in [40]. An intimate connection between
NDC and inelastic collisions was recognized in these stud-
ies. It was shown that NDC arises for certain combinations
of elastic and inelastic cross sections in which, on increas-
ing the electric field, there is a rapid transition from
inelastic to elastic dominated energy loss mechanism. In
this transition region, for a given increase in the electric
field, a greater proportion of the energy input goes into

chaotic motion rather than directed motion. As a conse-
quence, the drift velocity falls with an increasing electric
field.

This is exactly what happens in mercury vapor at
higher pressures. As already discussed, mercury dimers
are always present in a mercury vapor at a concentration
proportional to the vapor pressure. Thus, as the pres-
sure of mercury vapor increases, the dimer cross section
increases as well as the corresponding collision frequency
(see Fig. 10). For pressures higher than approximately
100 Torr and in the limit of lower values of E/N , the
inelastic energy loss mechanism dominates the elastic
energy loss mechanism. For increasing E/N the collision
frequency of inelastic collisions decreases while the colli-
sion frequency for elastic collisions rises. This favors the
development of NDC even though the difference between
the collision frequencies is almost five orders of magni-
tude! However, if one takes into account that the average
energy loss in an elastic collision is between 1 × 10−7

and 1 × 10−6 eV, while the energy loss in inelastic col-
lisions is 0.04 eV, it is clear that a relatively small ratio
between collision frequencies in inelastic and elastic col-
lisions is compensated by the substantial differences in
energy losses. At pressures lower than approximately
100 Torr, the concentration of mercury dimers is low. As
a consequence, the energy losses in inelastic collisions are
significantly lower than those in elastic collisions over the
entire range of E/N . Under these conditions, NDC does
not occur in the E/N profiles of the drift velocity.

These physical arguments are illustrated in Figure 11.
Figure 11 shows the ratio between the average elastic and
inelastic energy losses as a function of E/N . The aver-
age inelastic energy loss Ωinel is evaluated as a product
of the rate coefficient for an inelastic dimer process and
the corresponding threshold of 0.04 eV. It should be noted
that the elastic energy loss Ωelas is approximated by the
product of mean energy, the collision frequency of elastic
collisions and the factor 2m/M . By doing so, we have actu-
ally reduced the contribution of elastic collisions, having in
mind that the collision frequency of elastic collisions and
the corresponding energy losses are greater for electrons
with energies higher than the average electron energy. The
accurate calculation may be very efficiently performed in
Monte Carlo simulations, but we defer this to a future
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Fig. 10. Rate coefficients for elastic and inelastic collisions as a function of E/N in the presence of mercury dimers. The rate
coefficient of inelastic processes which describes the presence of dimers is multiplied by the factor of 1 × 105. Calculations are
performed for the same conditions as in Figure 7.

Fig. 11. Ratio between the average elastic and inelastic energy
losses as a function of E/N for the same conditions as in
Figure 7.

work. In any case, we observe that only for higher pres-
sures of mercury vapor the ratio between energy losses in
elastic and inelastic collisions favors the development of
NDC.

Figures 12 and 13 illustrate the importance of includ-
ing an accurate representation for thermal motion of the
mercury atoms in our analysis of the drift velocity in the
limit of lower values of E/N . Our multi term Boltzmann
equation results with the rigorously incorporated effects
of thermal motion of the mercury atoms are compared
with our Monte Carlo results obtained under the condi-
tions in which no thermal motion is considered. Our Monte
Carlo results with the systematically incorporated effects
of thermal motion of the mercury atoms are not included
in this figure as they are essentially the same as those
obtained through a multi term approach for solving the
Boltzmann equation. Both sets of our calculated data are
compared with the measurements of England and Elford
[37]. Comparing experiment and our Boltzmann equation

results with the rigorously incorporated effects of thermal
motion of the mercury atoms, we observe an excellent
agreement between these two sets of data. In contrast,
our Monte Carlo simulation results in which no thermal
motion of the mercury atoms is considered, systematically
overestimate the measurements in the limit of the low-
est E/N . A false NDC like structure in the Monte Carlo
T = 0 profiles of the drift velocity for all pressures of the
mercury vapor is clearly evident. However, for increas-
ing E/N the agreement between the measurements and
Monte Carlo simulations in which no thermal motion is
considered, becomes much better. As expected, the dis-
agreement between the measurements and Monte Carlo
simulations in which no thermal motion is considered is
more pronounced for higher pressures.

3.5 Temperature dependence of transport coefficients

In this section we present results showing the variation of
transport properties with E/N and mercury vapor tem-
perature, T . Calculations are performed for two different
cases: (1) the presence of mercury dimers assuming the
pressure of 248 Torr, and (2) no dimers in the mercury
vapor. Temperatures less than 573 K cannot be considered
in the first scenario as for this pressure the mercury is in
liquid form. These two scenarios for our calculations are
considered with the aim of separating the thermal effects
from those induced by mercury dimers.

In Figure 14 we show the variation of the mean energy
with E/N for various mercury vapor temperatures, T . We
observe that the mean energy is a monotonically increas-
ing function of E/N for a fixed T . In the limit of low
values of E/N the mean energy of the electrons is ther-
mal and does not depend on E/N . This suggests that
the velocity distribution function is essentially a thermal
Maxwellian. For increasing T , the thermal deadlock is bro-
ken at higher E/N . For T = 573 K and T = 1000 K, we
observe that the mean energy is higher in the case where
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Fig. 12. Comparison between the calculated and measured values of drift velocity for pressures of 40.3 Torr (left panel) and
60.4 Torr (right panel). Monte Carlo results are obtained assuming atoms at rest (T = 0 K) while the gas temperature effects
are considered through a multi term approach for solving the Boltzmann equation (T = 573 K).

Fig. 13. Comparison between the calculated and measured values of drift velocity for pressures of 93.0 Torr (left panel) and
108.5 Torr (right panel). Calculations are performed for the same conditions as in Figure 12.

Fig. 14. Variation of the mean energy of the electron swarm
as a function of E/N for various mercury vapor temperatures
as indicated on the graph. The pressure of mercury vapor is
248 Torr.

no mercury dimers occur. It is clear that when the mer-
cury dimers are present, the electrons lose more energy in
inelastic collisions. For T ≥ 2000 K the influence of mer-
cury dimers is negligible. For low and intermediate values

of E/N the mean energy is distinctively dependent on T .
In the limit of higher values of E/N the mean energies
are higher than the corresponding thermal mean energies,
which is a clear sign that the velocity distribution func-
tion is no longer a thermal Maxwellian. In this regime, the
impact of the mercury vapor temperature T on the mean
energies is minimal.

In Figures 15 and 16 we show the variation of the drift
velocity with E/N for various mercury vapor tempera-
tures, T . The drift velocity is a monotonically increasing
function of E/N for all mercury vapor temperatures T ,
except for T = 573 K. At this temperature, NDC is clearly
evident in the E/N -profile of drift velocity. With further
increase in mercury vapor temperature, a decrease in drift
velocity with increasing E/N is firstly reduced and then it
is completely removed. From equation (14) it is clear that
for increasing mercury vapor temperature and fixed pres-
sure, the mercury-dimer cross section declines. As a conse-
quence, the collision frequency of inelastic collisions whose
presence is of an essential importance for the development
of NDC effect, is also firstly reduced, and then severely
minimized which ultimately leads to a disappearance of
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Fig. 15. Variation of the bulk drift velocity of the electron swarm as a function of E/N for the same conditions as in Figure 14.

Fig. 16. Variation of the bulk longitudinal diffusion coefficient of the electron swarm as a function of E/N for the same
conditions as in Figure 14.

NDC. The lesson from this is that the temperature of mer-
cury vapor can be used to control the occurrence of NDC.

In the limit of lower E/N the drift velocity generally
decreases with increasing T , though this is not the case for
T = 8000 K. For T = 8000 K we see that the drift veloc-
ity is above the values calculated for T = 4000 K. For the
temperature of 8000 K, the mean energy is high enough
to exceed the peak value of the “0.4 eV” shape resonance
in the cross section for elastic scattering. On the other
hand, for T = 4000 K, the mean energy is significantly
lower and corresponds to the range of energies in which the
cross section for elastic collisions rises with an increasing
energy of the electrons. As a consequence, the drift veloc-
ity is lower. For the intermediate values of E/N (between
1 and 10 Td, approximately) the behavior of drift velocity
is very complex. In the energy region corresponding to the
intermediate values of E/N , there is an overlap of the dis-
tribution function not only with a very large resonance in
the elastic cross section, but also with the cross sections of
inelastic processes that are now open. Finally, for higher
values of E/N the drift velocity does not depend on the
mercury vapor temperature and the drift of the electrons
is entirely controlled by the electric field.

The variation of the diffusion coefficients with E/N
for various mercury vapor temperatures, T , is shown in
Figures 16 and 17. The impact of mercury dimers on
both NDL and NDT is evident only for lower values of

E/N and lower T . At fixed T and for increasing E/N
the electric field rises the energy of the electrons and
the mercury-dimer cross section begins to fall. The same
occurs at fixed E/N and with increasing T . Furthermore,
in the limit of the lowest E/N and for a fixed E/N both
NDL and NDT display a minimum with respect to T .
In contrast to the drift velocity, the minimum occurs at
T = 2000 K, indicating that diffusion coefficients show a
remarkable sensitivity to the energy dependence of cross
sections and presence of inelastic collisions. For the inter-
mediate values of E/N , the most distinct property is the
existence of a local minimum in the E/N profiles of both
NDL and NDT . With a decreasing temperature, the min-
imum becomes more pronounced and is shifted towards
higher E/N . The fall in both NDL and NDT by increas-
ing E/N reflects the rapidly rising elastic cross section,
e.g., the velocity distribution function samples the lower
energy branch of the “0.4 eV” shape resonance. Com-
paring the behavior of diffusion coefficients at low and
intermediate values of E/N , one can see that the con-
tribution of mercury dimers is more important for lower
values of E/N . In the limit of higher E/N , the impact
of temperature on the behavior of diffusion coefficients
is minimal. However, the longitudinal diffusion coefficient
shows a more complex behavior with varying temperature.

In Figure 18 we show variation of the ratio NDT to
NDL with E/N for various mercury vapor temperatures,
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Fig. 17. Variation of the bulk transverse diffusion coefficient of the electron swarm as a function of E/N for the same conditions
as in Figure 14.

Fig. 18. Variation of the ratio of transverse to longitudinal diffusion coefficient of the electron swarm as a function of E/N for
the same conditions as in Figure 14. Bulk values of diffusion coefficients are used.

T . We observe that the degree of anisotropic diffusion is
significantly reduced by increasing mercury vapor tem-
perature, T , in both scenarios considered here, i.e., in the
presence of dimers and in their absence. In the limit of the
lowest E/N diffusion is isotropic, i.e. NDL = NDT since
velocity distribution function is a thermal Maxwellian. At
a fixed T the ratio NDT /NDL increases with increas-
ing E/N , reaching a maximal value between 0.5 and
0.9 Td depending on the temperature T , and then it starts
to decrease with E/N . For T = 573 K there is a factor
higher than 4 between the longitudinal and transverse
diffusion coefficients. In contrast, for T = 8000 K the dif-
fusion is isotropic in a wide range of E/N , and only
for E/N > 1 Td, the longitudinal diffusion coefficient is
greater than the transverse, i.e. NDL > NDT . The rever-
sal of the inequality is a clear sign of the rapid fall in the
elastic cross section. Indeed, in this energy range the veloc-
ity distribution function samples the high energy branch
of the “0.4” shape resonance of the elastic cross sections
which rapidly falls with increasing electron energy.

4 Conclusion

In this paper, we have presented the results of a system-
atic investigation of electron transport in mercury vapor

under the influence of electric field. First, we have com-
piled a complete set of cross sections for electron scattering
in mercury vapor using the available data in the litera-
ture for individual collisional processes. In our evaluation,
performed both with multi term Boltzmann and Monte
Carlo codes, the initially compiled set of cross sections
has been modified in order to reproduce the experimental
data. The best agreement between calculated and mea-
sured drift velocities in the limit of lower electron energies
was achieved by adjusting only the magnitude of the
elastic momentum transfer cross section. For higher elec-
tron energies, we have only slightly modified the cross
sections for electronic excitations in order to reproduce
the measured ionization coefficient. We have also consid-
ered the issue of assessing the completeness, accuracy, and
consistency of other cross section sets for electron scatter-
ing in mercury vapor by comparing calculated transport
coefficients with those measured in various experiments.
Our calculations highlight some inadequacies in these
sets of cross sections and indicate possibilities for their
improvements.

We have also outlined issues associated with the pres-
sure and temperature dependences of transport coeffi-
cients. It was shown that the pressure dependence of the
transport coefficients arise through the pressure depen-
dence of the mercury-dimer cross section. In particular,
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we have discussed the NDC phenomenon in the limit of
lower values of the reduced electric fields. Conditions lead-
ing to NDC have been discussed and it was concluded
that the phenomenon is induced by the presence of mer-
cury dimers. Following the previous works of England and
Elford [37], we have derived the mercury-dimer cross sec-
tion for a range of pressures and temperatures of mercury
vapor. One of the critical elements in our analysis of the
drift velocity in the limit of lower values of the reduced
electric fields was an accurate representation for thermal
motion of the mercury atoms. Within a multi term theory
for solving the Boltzmann equation used in the present
work, the thermal motion of the neutral mercury atoms is
systematically incorporated into all collision process oper-
ators and all spherical harmonic equations. Likewise, our
Monte Carlo simulation code has been improved by imple-
menting an efficient algorithm for calculating the collision
frequency in the case when thermal motion of the back-
ground gas cannot be neglected for a Maxwellian velocity
distribution of the background gas particles. Without
these critical elements in a theory for solving the Boltz-
mann equation and Monte Carlo simulation codes, the
variation of the drift velocity with the reduced electric
field is unphysical in domain of lower electric fields.

Using a set of cross sections presented in this work, in
the near future we plan to investigate the electron trans-
port in crossed electric and magnetic fields. Calculations
will be made with the aim of providing the data for fluid
modeling of inductively coupled mercury discharges which
are utilized in some types of electrodeless lamps. Similar
calculations will be performed for ac electric and mag-
netic fields having in mind that both the electric and
magnetic fields could be time-dependent. We also plan to
develop complete and consistent sets of cross section for
other materials, including indium, sodium and other metal
vapors relevant for the lighting industry. The first steps
have been made and the results are very encouraging [71].

This work was supported by the Grant Nos. ON171037 and
III41011 from the Ministry of Education, Science and Techno-
logical Development of the Republic of Serbia and also by the
project 155 of the Serbian Academy of Sciences and Arts. RDW
acknowledges support from the Australian Research Council.

Author contribution statement

All authors contributed equally to the paper.

References

1. G.G. Lister, J.E. Lawler, W.P. Lapatovich, V.A. Godyak,
Rev. Mod. Phys. 76, 541 (2004)

2. P. Flesch, Light and light sources (Springer, Berlin, 2006)
3. S. Samukawa, M. Hori, S. Rauf, K. Tachibana, P.

Bruggeman, G. Kroesen, J.C. Whitehead, A.B. Murphy,
A.F. Gutso, S. Starikovskaia, U. Kortshagen, J.P. Boeuf,
T.J. Sommerer, M.J. Kushner, U. Czarnetzki, N. Mason,
J. Phys. D: Appl. Phys. 45, 25300 (2012)

4. G.J. Fetzer, J.J. Rocca, IEEE J. Quantum Electron. 28,
1941 (1992)

5. C.E. Little, Metal vapour lasers: physics, engineering and
applications (Wiley, Chichester, 1999)

6. E. Ahedo, Plasma Phys. Control. Fusion 53, 124037 (2011)
7. G.G. Lister, J.J. Curry, J.E. Lawler, J. Phys. D: Appl.

Phys. 37, 3099 (2004)
8. W.J.M. Brok, M.F. Gendre, M. Haverlag, J.J.A.M.

van der Mullen, J. Phys. D: Appl. Phys. 40, 3931 (2007)
9. O. Zatsarinny, K. Bartschat, Phys. Rev. A 79, 042713

(2009)
10. R.P. McEachran, M.T. Elford, J. Phys. B: At. Mol. Opt.

Phys. 36, 427 (2003)
11. R.E. Robson, R.D. White, M. Hildebrandt, Eur. Phys. J.

D 68, 188 (2014)
12. Y. Golubovskii, S. Gorchakov, D. Uhrlandt, Plasma

Sources Sci. Technol. 22, 023001 (2013)
13. F. Sigeneger, R. Winkler, R.E. Robson, Contrib. Plasma

Phys. 43, 178 (2003)
14. R.E. Robson, B. Li, R.D. White, J. Phys. B: At. Mol. Opt.

Phys. 33, 507 (2000)
15. G.G. Raju, Gaseous electronics: theory and practice (CRC

Press Taylor & Francis, Boca Raton, 2006)
16. G.G. Raju, Gaseous electronics: tables, atoms, and

molecules (CRC Press Taylor & Francis, Boca Raton,
2012)

17. S.D. Rockwood, Phys. Rev. A 8, 2348 (1973)
18. Y. Nakamura, J. Lucas, J. Phys. D: Appl. Phys. 11, 325

(1978)
19. Y. Nakamura, J. Lucas, J. Phys. D: Appl. Phys. 11, 337

(1978)
20. Y. Sakai, S. Sawada, H. Tagashira, J. Phys. D: Appl. Phys.

22, 276 (1989)
21. S. Suzuki, K. Kuzuma, H. Itoh, J. Plasma Fusion Res.

Series 7, 314 (2006)
22. R.B. Winkler, J. Wilhelm, R. Winkler, Ann. Phys. (Leipz.)

40, 90 (1983)
23. R.B. Winkler, J. Wilhelm, R. Winkler, Ann. Phys. (Leipz.)

40, 119 (1983)
24. M. Yousfi, G. Zissis, A. Alkaa, J.J. Damelincourt, Phys.

Rev. A 42, 978 (1990)
25. A.A. Garamoon, A.S. Abdelhaleem, J. Phys. D: Appl.

Phys. 12, 2181 (1979)
26. G.L. Braglia, M. Diligenti, J. Wilhelm, R. Winkler, Il

Nuevo Cimento 12, 257 (1990)
27. J. Liu, G.R. Govinda Raju, J. Phys. D: Appl. Phys. 25,

167 (1992)
28. S. Sawada, Y. Sakai, H. Tagashira, J. Phys. D: Appl. Phys.

22, 282 (1989)
29. Y. Sakai, S. Sawada, H. Tagashira, J. Phys. D: Appl. Phys.

24, 283 (1991)
30. R. Winkler, J. Wilhelm, G.L. Braglia, M. Diligenti, Il

Nuevo Cimento 12, 975 (1990)
31. J. Liu, G.R. Govinda Raju, J. Phys. D: Appl. Phys. 25,

465 (1992)
32. R.D. White, R.E. Robson, B. Schmidt, M.A. Morrison, J.

Phys. D: Appl. Phys. 36, 3125 (2003)
33. Z.Lj. Petrović, S. Dujko, D. Marić, G. Malović, Ž.
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Recent results from studies of non-equilibrium electron transport in 
modeling of low-temperature plasmas and particle detectors 

S. Dujko1, D. Bošnjaković1, J. Mirić1, I. Simonović1, Z.M. 
Raspopović1, R.D. White2, A.H. Markosyan3, U. Ebert3 and Z.Lj. 
Petrović1 

1Institute of Physics, University of Belgrade, Pregrevica 118, 11080 
Belgrade, Serbia 
2ARC Centre for Antimatter-Matter Studies, School of Engineering and 
Physical Sciences, James Cook University, Townsville 4810, Australia 
3Centrum Wiskunde & Informatica (CWI), PO Box 94079, 1090 GB 
Amsterdam, The Netherlands  

sasa.dujko@ipb.ac.rs 

A quantitative understanding of charged particle transport processes in 
gases under highly non-equilibrium conditions is of interest from both 
fundamental and applied viewpoints, including modeling of non-
equilibrium plasmas and particle detectors used in high energy physics. In 
this work we will highlight how the fundamental kinetic theory for solving 
the Boltzmann equation [1] and fluid equations [2,3] as well as Monte 
Carlo simulations [3], developed over many years for charged particle 
swarms are presently being adapted to study the various types of non-
equilibrium plasma discharges and particle detectors.  
Non-equilibrium plasma discharges sustained and controlled by electric 
and magnetic fields are widely used in materials processing [4]. Within 
these discharges the electric and magnetic fields can vary in space, time 
and orientation depending on the type of discharge. Moreover, the typical 
distances for electron energy and momentum relaxation are comparable to 
the plasma source dimensions. Consequently, the transport properties at a 
given point are usually no longer a function of instantaneous fields. This is 
the case for a variety of magnetized plasma discharges where, before the 
electrons become fully relaxed, it is likely that the electrons will be 
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reflected by the sheath or collide with the wall [5]. In this work we will 
illustrate various kinetic phenomena induced by the spatial and temporal 
non-locality of electron transport in gases. Two particular examples of 
most recent interest for the authors are the magnetron and ICP discharges. 
The magnetron discharge is used in the sputtering deposition of in films [6] 
where magnetic field confines energetic electrons near the cathode. These 
confined electrons ionize neutral gas and form high density plasma near 
the cathode surface while heavy ions and neutrals impinge on the solid 
surface ejecting material from that surface which is then deposited on the 
substrate. Within these discharges the angle between the electric and 
magnetic fields varies and thus for a detailed understanding and accurate 
modeling of this type of discharge, a knowledge of electron transport in 
gases under the influence of electric and magnetic fields at arbitrary angles 
is essential. In this work we will investigate the electron transport in N2-O2 
mixtures when electric and magnetic fields are crossed at arbitrary angles 
for a range of pressures having in mind applications for low-pressure 
magnetized discharges and discharges at atmospheric pressure. Special 
attention is placed upon the explicit effects of three-body attachment in 
oxygen on both the drift and diffusion in low energy range [7]. The duality 
of transport coefficients arising from the explicit effects of non-
conservative collisions will be discussed not only for vectorial and low-
order tensorial transport coefficients but also for the high-order tensorial 
transport properties. The errors associated with the two-term 
approximation and inadequacies of Legendre polynomial expansions for 
solving the Boltzmann equation will be illustrated and highlighted.  
In addition to magnetron discharges, we focus on the time-dependent 
behavior of electron transport properties in ICP discharges where electric 
and magnetic fields are radiofrequency. We systematically investigate the 
explicit effects associated with the electric and magnetic fields including 
field to density ratios, field frequency to density ratio, field phases and 
field orientations. A multitude of kinetic phenomena were observed that 
are generally inexplicable through the use of steady-state dc transport 
theory.  Phenomena of significant note include the existence of transient 
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negative diffusivity, time-resolved negative differential conductivity and 
anomalous anisotropic diffusion. Most notably, we propose a new 
mechanism for collisional heating in inductively coupled plasmas which 
results from the synergism of temporal non-locality and cyclotron 
resonance effect. This mechanism is illustrated for discharges in pure CF4 
and pure O2.  
As an example of fluid modeling of plasmas, we will discuss the recently 
developed high order fluid model for streamer discharges [2,3]. Starting 
from the cross sections for electron scattering, it will be shown how the 
corresponding transport data required as input in fluid model should be 
calculated under conditions when the local field approximation is not 
applicable. The temporal and spatial evolution of electron number density 
and electric field in the classical first order and in the high order model are 
compared and the differences will be explained by physical arguments. We 
will illustrate the non-local effects in the profiles of the mean energy 
behind the streamer front and emphasize the significance of the energy flux 
balance equation in modeling. We consider the negative planar ionization 
fronts in molecular nitrogen and noble gases. Our results for various 
streamers properties are compared with those obtained by a PIC/Monte 
Carlo approach. The comparison confirms the theoretical basis and 
numerical integrity of our high order fluid model for streamers discharges.    
 In the last segment of this talk we will discuss the detector physics 
processes of resistive plate chambers and time-projection chambers that are 
often used in many high energy physics experiments [8].  For resistive 
plate chambers the critical elements of modeling include the primary 
ionization, avalanche statists and signal development. The Monte Carlo 
simulation procedures that implement the described processes will be 
presented. Time resolution and detector efficiency are calculated and 
compared with experimental measurements and other theoretical 
calculations. Among many critical elements of modeling for time-
projection chambers, we have investigated the sensitivity of electron 
transport properties to the pressure and temperature variations in the 
mixtures of Ne and CO2. In particular, we have investigated how to reduce 
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the transverse diffusion of electrons by calculating the electron trajectories 
under the influence of parallel electric and magnetic fields and for typical 
conditions found in these detectors.  
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Transport processes for electrons and positrons in gases and soft-condensed 
matter: Basic phenomenology and applications  
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Synopsis An understanding of electron and positron transport in gases and soft-condensed matter under non-equilibrium 
conditions finds applications in many areas, from low-temperature plasmas, to positron emission tomography, radiation dam-
age and particle detectors in high-energy physics. In this work we will highlight how the fundamental kinetic theory for solv-
ing the Boltzmann equation and fluid equation models are presently being adapted to study the various types of non-
equilibrium plasma discharges and positron-based technologies.       

     The transport theory of electrons and posi-
trons in gases and soft-condensed matter is of 
interest both as a problem in basic physics and 
for its potential for application to modern tech-
nology. For electrons, these applications range 
from low-temperature plasmas to particle detec-
tors in high energy physics and to understand-
ing radiation damage in biological matter. For 
positron based systems, the emission of back-
to-back gamma rays resulting from annihilation 
of a positron and an electron is a fundamental 
process used as a tool in many areas, ranging 
from fundamental atomic and molecular phys-
ics, particle and astrophysics, to diagnostics in 
biological and material sciences.  

In this work we explore analytical frame-
work and numerical techniques for a multi term 
solution of Boltzmann's equation [1], for both 
electrons and positrons in gases and soft-
condensed matter, and associated fluid equation 
models [2,3]. Together with the basic elements 
of our Monte Carlo method, the particular atten-
tion will be placed upon the rescaling proce-
dures for compensation of electrons for losses 
under conditions when transport is greatly af-
fected by electron attachment in strong electro-
negative gases.    

For electrons, we will highlight recent ad-
vancements in the determination of the high-
order transport coefficients in both atomic and 
molecular gases. Then we will discuss the ele-
mentary physical processes of electrons in the 
mixtures of gases used to model planetary at-
mospheric discharges. In particular, we will 
present the results of our theoretical calculations 
for expected heights of occurrence of sprites 
above lightning discharges in atmospheres of 
planets in our Solar system.  

As an example of fluid equation models, we 
will discuss the recently developed high order 
fluid model for streamer discharges [3]. The 
balance equations for electron density, average 
electron velocity, average electron energy and 
average electron energy flux have been obtained 
as velocity moments of Boltzmann’s equation 
and are coupled to the Poisson equation for the 
space charge electric field. Starting from the 
cross sections for electron scattering, it will be 
shown how the corresponding transport data 
required as input in fluid model should be cal-
culated under conditions when the local field 
approximation is not applicable. We will illus-
trate the non-local effects in the profiles of the 
mean energy behind the streamer front and em-
phasize the significance of the energy flux bal-
ance equation in modeling. Numerical examples 
include the streamers in N2 and noble gases. 

In the last segment of this talk we will dis-
cuss the interaction of primary positrons, and 
their secondary electrons, with water vapor and 
its mixture with methane using complete sets of 
cross sections having bio-medical applications 
in mind [4]. We will also highlight recent ad-
vancements in the testing/validation of com-
plete cross section sets for electrons in biologi-
cally relevant molecules, including water vapor 
and tetrahydrofuran [5].    
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Swarms as an exact representation of weakly ionized gases 

Zoran Lj. Petrović1, Saša Dujko1, Dragana Marić1, Danko Bošnjaković1, Srđan 
Marjanović1, Jasmina Mirić1, Olivera Šašić1, Snježana Dupljanin1, Ilija 
Simonović1, Ronald D. White2   
1Institute of Physics University of Belgrade POB 68 11080 Zemun Serbia 
2James Cook University of Northern Queensland, Townsville QL Australia 

Zoran@ipb.ac.rs 

Often swarms are regarded as idealized ensembles of charged particles that may be realized in 
specialized experiments to provide accurate transport coefficients, which after some analysis, yield 
"complete" sets of cross sections and accurate representations of non-equilibrium electron energy 
distribution function (EEDF) for a given E/N. Generally it is believed nowadays that swarms are just a 
tool for modeling non-equilibrium (low temperature) plasmas, as some kind of an interface through 
which atomic physics enters plasmas.  In this review we shall show some new results that extend that 
picture into several directions: 

• New results for the cross sections in systems where information from beam experiments and 
binary collision theories are insufficient such as C2H2F4 that is commonly used as a cooling 
gas in modern refrigerators and air conditioners, but also it is used in particle detectors and has 
a potential for plasma processing applications.  

• Ionized gases where swarms are exact representation of the system.  Those include weakly 
ionized gases such as atmosphere, gas breakdown, afterglow (after the breakup of the 
ambipolar field), steady state Townsend regime of discharges, conduction of electricity 
through gases, interaction of secondary electrons produced by high energy particles with the 
gas or liquid background and many more.  A special example will be modeling of Resistive 
Plate Chambers, the most frequently used gas phase detectors of elementary particles in high 
energy experiments. 

• Swarm studies provide best insight into non-hydrodynamic (or as plasma specialists call it 
non-local) development of the ionized gas.  It is not only that simulations are simple but also 
some of the accurate experiments operate in such conditions and thus allow testing of such 
theories. One such example are the Franck Hertz oscillations.  Temporal and spatial relaxation 
of properties of ensembles to the final distribution belong to this group as well and are of 
interest for a number of positron applications and trapping in general. 

• Fluid models when applied to swarms provide a good way to test the fluid models as used in 
more general plasmas.  This has yielded the need to generalize fluid equations and extend 
them to a one step further while using a higher order transport coefficients. 

• Finally we shall address the open issues for transport theorists and atomic and molecular 
collision population in the attempt to represent transport of electrons, positrons and other 
particles in liquids, especially in water that has a strong dipole moment.  Hydrated electrons 
and positrons are the actually particles of interest for modeling these particles in the human 
tissue. 

As an interface between atomic and molecular collision physics on a lower phenomenological (but 
deeper) level and plasmas on a higher (but less fundamental) level swarm physics has the 
responsibility of providing plasma physics with its intellectual basis and fundamental importance.  It is 
how we combine the building blocks of atomic and molecular physics, transport theory and other 
relevant elementary processes that will define generality of the conclusions about non-equilibrium 
plasmas that are all different and require a special approach. 

The models that we provide here are simple, yet realistic and real systems that may be described by 
swarm models and that may be regarded as low ionization limits of some more complex non-
equilibrium plasmas.  
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Abstract. The formation and propagation of streamers in CF3I-SF6 mixtures are studied by 
the classical fluid model in 1D and 1.5D configurations. We calculate the electron density, 
electric field, and velocity of streamers as a function of the applied reduced electric fields 
for various CF3I-SF6 mixtures. We found that the transition of an electron avalanche into a 
negative streamer occurs more slowly with an increasing fraction of CF3I in the mixture. 

 
1. INTRODUCTION 

In high voltage technology, strong electronegative gases are used to prevent the 
electrical breakdown in power transmission and distribution systems. SF6 is widely 
used in these applications because of its extraordinary dielectric characteristics 
(primarily, high critical electric field and low boiling point). However, SF6 is a 
very powerful greenhouse gas with an extremely high global warming potential 
(22800 on a 100-year horizon) and a very long atmospheric lifetime (3200 years). 
Research on alternative gases is therefore one of the main activities of researchers 
worldwide.  

The first step in this effort involves reducing the SF6 concentration using gas 
mixtures. CF3I, one of the most promising candidates for replacement of SF6, is 
also a strong electronegative gas. Its critical electric field is higher than that of SF6 
and it has a very short atmospheric lifetime (shorter than 2 days), as well as 
negligible global warming potential (lower than the referent gas CO2). However, in 
comparison with SF6, its boiling point is not sufficiently low. Using these CF3I 
characteristics as motivation factors, we investigated the formation and propagation 
of negative streamers in CF3I-SF6 mixtures.  
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2. METHODS OF CALCULATIONS 
 
    The transition from an avalanche to a streamer, and the propagation of streamers 
were considered by a numerical model based on fluid equations. We use the 
classical fluid model where the equation of continuity is combined with the drift-
diffusion approximation. The resulting equation is coupled to the Poisson equation 
for space charge electric field calculations. The corresponding system of partial 
differential equations is solved numerically assuming the local field approximation 
(Bošnjaković et al. 2016). The calculations are carried out in the 1D and 1.5D 
configurations where the fixed value of the streamer radius is incorporated into the 
axial symmetrical model. The streamer velocities are calculated from the modeling 
performed in 1D and by using the analytical expression (Li et al. 2007) which 
requires knowledge of electron mobility, longitudinal diffusion coefficient and 
ionization coefficient as a function of the reduced electric field. The cross-section 
sets for electron scattering in CF3I and SF6 were developed in our laboratory (Mirić 
et al. 2016), and by Itoh and co-workers (Itoh et al. 1993) respectively. 

3. RESULTS AND DISCUSSION 
    

 

Figure 1: Electron density during streamer formation and propagation in CF3I-SF6 
mixtures for E0/n0 = 480 Td. 

Figure 1 shows the electron density during streamer formation and propagation 
in CF3I-SF6 mixtures. The results are obtained from the classical 1D and 1.5D fluid 
models in which the input data are electron bulk transport coefficients calculated 
by Monte Carlo simulations. The external electric field is 480 Td, which is larger 
than the critical electrical fields of the two gases. This requirement permits the 
development of streamers. Comparing the results in two different configurations 
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for the fixed mixture shows that the electron density is higher in the 1.5D model. 
The results in the same configuration show that the development of streamers is 
slower with the decrease of SF6 in mixture. This behavior is expected based on a 
greater critical electric field of CF3I (437 Td) than SF6 (361 Td). This is one of the 
indicators that CF3I is better dielectric than SF6 because of its capacity to prevent 
the development of streamers at higher electric fields. 

 

Figure 2: Electric field during streamer formation and propagation in CF3I-SF6 
mixtures for E0/n0 = 480 Td. The calculation is performed using the 1.5D and 1D 
setups and balk transport coefficients as input to the classical fluid model.    

Figure 2 shows the temporal development of the electrical field of the streamers 
in the CF3I-SF6 mixtures according to the same conditions as in Figure 1. The 
results of the 1.5D configuration show that the electric field in the streamer channel 
is equal to the critical electric field of the studied gas mixture. Field amplification 
in the region ahead of the streamer front starts from 40 % (pure CF3I) up to 200 % 
(pure SF6). By comparing the 1D and 1.5D configurations, we observe that the 
electrical field in the streamer channel descends to the lower level in the 1.5D 
configuration. In the 1D configuration, the electrical field in the region ahead of the 
streamer front is equal to the external field, independently of the gas mixture.  

Figure 3 shows the streamer velocity and drift velocity of the electrons for 
various CF3I-SF6 mixtures. As the development of streamers is possible in 
electrical fields above the critical electrical field, the streamer velocity of gas 
mixtures can be calculated by the fluid model (left panel) starting from different 
electrical fields. The increase in streamer velocity with increasing concentration of 
SF6 is a consequence of the evolution of streamers (Figures 1 and 2). Although it 
seems unexpected, the streamer velocity in the pure SF6 is lower than that in the 
mixture 20% CF3I - 80% SF6 because of the behavior of the drift velocity of 
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electrons (right panel). The comparison of these two sets of results shows that the 
streamer velocity is higher than the drift velocity of electrons regardless of the gas 
mixture and the electric field. This follows from the fact that the streamer velocity 
is a combination of the electron drift velocity, the velocity induced by the strong 
diffusive flux at the streamer front and the creation of the electrons by electron-
impact ionization. A comparison of the streamer velocities computed from the fluid 
model (left panel) and the analytical expression (middle panel) shows that these 
two sets of results differ from each other. This figure clearly illustrates the limits of 
the analytical formula that is often used for calculating streamer velocity.  
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Figure 3: Streamer velocity calculated by the fluid model (left panel) and analytical 
expression (middle panel) and the drift velocity of electrons (right panel). Results 
in the CF3I-SF6 mixtures are given as a function of the reduced electric field.    
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Abstract—A multi term theory for solving the Boltzmann 
equation and a Monte Carlo simulation technique are used to 
calculate electron transport coefficients in the mixtures of CF3I 
and SF6 as a function of the applied electric field. The 
calculated transport coefficients are then used as an input in 
the fluid equation based models to investigate the transition 
from an electron avalanche into a streamer and streamer 
propagation. Electron transport coefficients are also calculated 
in radio-frequency electric and magnetic fields crossed at 
arbitrary phases and angles. A multitude of kinetic phenomena 
induced by the synergism of the magnetic field and electron 
attachment is observed and discussed using physical 
arguments. 

Keywords—Boltzmann equation, Monte Carlo, transport 
coefficients, streamers, electron attachment, ionization 

I. INTRODUCTION 
Studies of electron transport processes in strongly 

attaching gases in electric and magnetic fields have many 
important applications. These applications range from the 
modelling of magnetically-assisted low-pressure collision 
dominated plasma discharges to the modelling of gaseous 
particle detectors in high-energy physics and to the 
development of a new generation of gaseous dielectrics in 
high-voltage technology. In the present work, we are 
investigating the electron transport and the streamer 
propagation in the mixtures of strongly attaching gases 
trifluoroiodomethane (CF3I) and sulfur hexafluoride (SF6). In 
high-voltage technology, strongly attaching gases and their 
mixtures with other appropriate gases such as N2 and/or CO2 
are used with the aim of controlling and preventing the 
electrical breakdown in electric power systems. The most 
important gaseous dielectric in high voltage technology 
nowadays is SF6. SF6 is a strongly attaching gas, with a high 
dielectric strength, and a breakdown voltage nearly three 
times higher than that of air at atmospheric pressure. 
However, in electrical discharges, SF6 creates highly toxic 
and corrosive compounds such as S2F10 and SOF2. In 
addition, SF6 has an extremely high global warming potential 
(23900 times higher than that of CO2) and an extremely long 
atmospheric lifetime (3200 years) [1]. These facts have 
moved physicists and engineers into finding possible 
substitutes of SF6. One of the most promising candidates is 
CF3I. CF3I is also a strongly attaching gas, but with much 
higher dielectric strength than SF6. The global warming 

potential of CF3I is much less than that of SF6 (approximately 
0.4 times that of CO2), and its lifetime in the atmosphere is 
very short (1.8 days). Using these facts as motivational 
factors, we have undertaken a program to understand 
electron interactions with CF3I as well as the basic properties 
of electron transport and streamer propagation in pure CF3I 
and its mixtures with SF6.  

In the present investigations, we have calculated electron 
transport coefficients in various mixtures of CF3I and SF6 
subjected to an external static electric field. Our results are 
based on a numerical multi term solution of the Boltzmann 
equation [2,3], which is solved for values of E/N ranging 
from approximately 50 to 10 000 Td (1 Td = 10-21 Vm2). For 
the lower values of E/N, due to poor convergence of 
transport coefficients we have applied the Monte Carlo 
method. The Monte Carlo code has been recently optimized 
and specified to consider the transport processes of electrons 
in strongly attaching gases [4]. The poor convergence of 
transport coefficients is a consequence of predominant 
removal of the lower energy electrons due to a strong 
electron attachment, which in turn shifts the bulk of the 
distribution function towards a higher energy. Under these 
conditions, the moment method for solving the Boltzmann 
equation used in the present work usually fails, as it requires 
a prohibitive number of basis functions for resolving the 
energy dependence of the distribution function.  

Calculations have also been performed in the case of 
alternating current (ac) electric and magnetic fields. We 
investigate the way in which the transport coefficients and 
other swarm properties are influenced by the field frequency, 
electric and magnetic field strengths, and the phase 
difference between the fields under conditions in which the 
electron transport is greatly affected by electron attachment. 
The time-dependent behavior of electron swarms in varying 
configurations of electric and magnetic fields is particularly 
important for the modeling of magnetically 
controlled/assisted radio-frequency plasma discharges [3]. In 
addition, the time-dependent studies are useful for a future 
development of sensors for detection of electromagnetic 
waves induced in gas-insulated high-voltage switchgear 
(GIS) by partial discharges. 

Finally, the calculated transport coefficients in a direct 
current (dc) electric field are used as an input in the fluid-
equation based models with the aim of investigating the 
transition from an electron avalanche into a streamer and This work was supported by the Grants No. OI171037 and III41011

from the MPNTRRS and also by the project 155 of the Serbian Academy of
Sciences and Arts. JU acknowledges the support of CONACyT-2400073 
and PAPIIT-IN108417.  

2019 IEEE 20th International Conference on Dielectric Liquids (ICDL), Roma, Italy, June 23-27, 2019
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streamer propagation. Among many important points, in the 
present work we discuss how streamer properties, including 
the electron density, electric field  and streamer velocity are 
affected by introducing CF3I into SF6. 

II. THEORETICAL METHOD 
The behavior of electron swarms in neutral gases under 

the influence of electric and magnetic fields is described by 
the phase-space distribution function ���� �� ��, representing 
the solution of the Boltzmann equation 

 	


	�
� � 

	


	�
�

�

�
�� � � � �� 

	


	�
� ����� ��� , (1) 

where r, and c denote the position and velocity coordinates 
respectively, while e and m are the charge and the mass of 
the swarm particle and t is the time. The right-hand side 
J(f,f0) denotes the linear electron-neutral molecule collision 
operator, accounting for elastic, inelastic and non-
conservative collisions. The electric and magnetic fields are 
assumed to be spatially-homogeneous and in the general 
case time-dependent. 

The methods and techniques for solving the Boltzmann 
equation are by now standard and the reader is referred to 
our previous works [3,4]. Nevertheless, we highlight some 
important steps of our methodology for solving the 
Boltzmann equation:   

1) No assumptions on symmetries in velocity space are 
made, and the directional dependence of f(r,c,t) in velocity 
space is represented in terms of a spherical harmonic 
expansion: 

 ���� �� �� � � � ���� �� ����
��������

����
�
���  , (2) 

where ��
������� are spherical harmonics, and �� represents the 

angles of c. In contrast to the frequently used two-term 
approximation which forms the basis of the classical theory 
of electron transport in gases, our method is a truly multi-
term approach. The differences between the two-term 
approximation and our multi-term approach for solving the 
Boltzmann equation will be illustrated for electron transport 
in CF3I in the next section.  

2) Under hydrodynamic conditions (far away from the 
boundaries, sources and sinks of electrons) a sufficient 
representation of the space dependence is an expansion of 
f(r,c,t) in terms of the powers of the density gradient 
operator: 

 ���� �� �� � � �� ���� �� ! ��"� �
 �� #��� �� , (3) 

where �� ���� �� are time-dependent tensors of rank k while 
! denotes a k-fold scalar product. 

3) The energy dependence of f(r,c,t) is represented by an 
expansion about a variety of Maxwellians at an arbitrary 
temperature in terms of Sonine polynomials. 

The combination of spherical harmonics and Sonine 
polynomials yields the well-known Burnett functions. Using 
the appropriate orthogonality relations of the Burnett 
functions, the Boltzmann equation is converted into a 
hierarchy of doubly and infinite coupled inhomogeneous 
matrix equations for the time-dependent moments. The 
finite truncation of the Burnett functions, permits a solution 
of this hierarchy by direct numerical inversion. These 
equations are solved numerically and both families of 

transport coefficients, the bulk and the flux, including other 
transport properties, are expressed in terms of moments of 
the distribution function [2,3]. 

In addition to Boltzmann's equation, in the present work 
we apply a Monte Carlo simulation technique. Our standard 
MC code has been recently extended to consider the 
spatially inhomogeneous electron swarms in strongly 
attaching gases by implementing the rescaling procedures 
[4]. The so-called discrete and continuous rescaling 
procedures are developed and benchmarked in the aim of 
simulating electron transport under conditions of extensive 
losses of seed electrons due to a strong electron attachment.  
In this work, Monte Carlo method is employed as a tool to 
confirm the numerical accuracy and integrity of a multi-term 
theory for solving the Boltzmann equation. However, 
whenever the convergence of transport coefficients was 
poor in the Boltzmann equation analysis, then MC results 
are in turn included in the plots. 

Transition from an avalanche into a streamer, and 
propagation of streamers have been considered by the fluid 
equation based models. We employ the so-called classical 
fluid model in which the equation of continuity is combined 
with the drift-diffusion approximation. The resulting 
equation is coupled with the Poisson equation for the space 
charge electric field calculations. The resulting system of 
partial differential equations is solved numerically assuming 
the local field approximation [5,6]. 

III. RESULTS AND DISCUSSION 

A. Cross sections and inputs 
The development of the complete cross-section set of 

electron scattering in CF3I has been detailed in recent studies 
[4,7], and is based largely on the original set proposed by 
Kimura and Nakamura [8]. The accuracy and the 
completeness of the  initial set developed by Kimura and 
Nakamura was improved by applying the standard swarm 
procedure using the measurements of transport coefficients 
in the mixtures of CF3I with Ar and CO2 under the pulsed-
Townsend (PT) conditions. Cross sections for electron 
scattering in SF6 are taken from Itoh et al. [9]. In the present 
investigation, we consider the density-reduced electric field 
range from 1 to 104 Td. The background gas mixture 
temperature is fixed at 293 K. In the domain time-dependent 
studies, we cover a range of magnetic field amplitudes 
between 0 and 104 Hx (1 Hx = 10-27 Tm-3). 
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Fig. 1. Variation of the flux and bulk drift velocities with E/N for various 
CF3I-SF6 mixtures. 
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B. Transport coefficients in the mixtures of CF3I and SF6  
In Fig. 1 we show the variation of the flux and bulk drift 

velocities with E/N for various CF3I-SF6 mixtures. We 
observe that over the entire range of E/N the flux drift 
velocity is a monotonically increasing function of E/N, while 
the bulk drift velocity in pure CF3I and SF6, as well as in 
their mixtures, exhibits a pronounced negative differential 
conductivity (NDC). NDC is characterized by a decrease in 
the bulk drift velocity despite an increase in the magnitude of 
the applied electric �eld. In the case of strongly attaching 
gases such as CF3I and SF6, NDC is induced by the 
combined effects of attachment heating and inelastic cooling 
of the swarm. In addition, due to attachment heating and 
explicit effects of ionization, the bulk drift velocity 
dominates the flux component over the entire range of E/N 
considered in this work. 

In Fig. 2 we show the variation of the ionization and 
attachment rate coefficients with E/N for various mixtures. 
As expected, the ionization rate coefficient is a 
monotonically increasing function of E/N and becomes 
significant at the higher values of E/N when sufficient 
electrons have enough energy, to cause ionization. We 
observe that the ionization rate is less sensitive with respect 
to the composition of the gas mixture at higher values of 
E/N. The behavior of the attachment rate coefficient is more 
complex, but generally it tends to decrease with increasing 
E/N. 
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Fig. 2. Variation of the attachment and ionization rate coefficients with E/N 
for various CF3I-SF6 mixtures. 
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Fig. 4. Temporal profiles of the flux drift velocity for various CF3I-SF6 
mixtures. The electric field amplitude is 350 Td and the field frequency is 
1000 MHz. 

 

In Fig. 3 we show the variation of the critical electric 
field (or limited electric field) as a function of the per cent 
content of CF3I in the mixture. The critical electric field is a 
value of E/N for which rate coefficients of electron 
attachment and ionization are equal.  This property is of great 
importance not only in studies of low-current dc discharges 
and streamers, but may also be useful for studies of some rf 
discharges. The results obtained by solving the Boltzmann 
equation are compared with the measurements under the PT 
conditions. Our multi term results and measurements agree 
very well for the pure gases. We observe that the TTA 
significantly overestimates the measurements and multi-term 
results for pure CF3I. 

C. Transport coefficients in radio-frequency electric and 
magnetic fields 
In Fig. 4 we show the temporal profiles of the 

longitudinal flux drift velocity for various CF3I-SF6 
mixtures. Calculations are performed in a crossed field 
configuration while the phase difference between the electric 
and magnetic fields is set to π/2 rad. The magnetic field 
amplitudes are 2000 Hx (left panel) and 5000 Hx (right 
panel). We observe that the profiles are asymmetric and 
phase-delay of the WE curves relative to the electric field is 
clearly evident due to temporal non-locality [4]. The 
maximum values of WE are dependent on the gas 
composition. The time-averaged power absorbed by the 
swarm (or plasma or any active medium) is given by: 

 $%&'() �
*

+
, �-.�/��� 0 ����1�
+

�
 , (4) 

where N0 is the number of electrons in the swarm, T=2�/ω is 
the period, W is the time-dependent average velocity and E is 
the time-dependent electric field. From Eq. (4), it is clear that 
the phase difference between the drift velocity and electric 
field controls the power absorption: (i) when the drift 
velocity W and electric field E have the same sign, the 
instantaneous power is positive, and (ii) when the drift 
velocity W and electric field E have the opposite sign, then 
the instantaneous power is negative. This suggests that when 
the power is positive the electric field pumps the energy into 
the system while when the power is negative the energy is 
transferred from an active medium to the external circuit. 

 In Fig. 5 we show the variation of the cycle-averaged 
power as a function of the magnetic field amplitude for 
various CF3I-SF6 mixtures. We observe that the absorbed 
power depends on the gas composition. One of the most 
striking phenomena is the presence of periodic structures in 

3



the profile of the absorbed power. Comparing CF3I and SF6, 
these structures are more pronounced for CF3I. For dc 
electric and magnetic fields the absorbed power is always a 
monotonically decreasing function of the applied magnetic 
field, while in this case we may observe a multitude of peaks 
in the B0/N-profiles of this property. This is a clear sign of 
the resonant absorption of energy from the rf electric and 
magnetic fields. We see that these effects are more 
pronounced for the lower values of B0/N, where on the 
average the electrons only complete partial orbits between 
collisions.  

D. Transition from an electron avalanche into a negative 
streamer its propagation in the CF3I-SF6 mixtures   
In Figs. 6 (a) and (b) we show the temporal evolution of 

the electric field and electron density, respectively for 
various CF3I-SF6 mixtures. Calculations are performed in a 
1-dimensional setup. The initial Gaussian grows due to the 
ionization and then charge separation occurs due to the drift 
of positive ions in the opposite direction. As a consequence, 
the initial homogeneous electric field is disturbed and the 
field in the ionized region becomes more and more screened. 
Due to space charge effects the electric field drops off to the 
level in which ionization stops and only attachment occurs. 
As a consequence, the electron density in the streamer 
channel is significantly reduced. By mixing CF3I with SF6, 
the streamers become slower and the screening of the 
externally applied electric field is less pronounced.   
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Fig. 6. Temporal evolution of the electric field (a) and electron density (b) 
in a planar front in various CF3I-SF6 mixtures. The externally applied 
electric field is 480 Td and streamers move from the right to the left.  

IV. CONCLUSION 
In this paper, we have used a multi term theory for solving 
the Boltzmann equation and a Monte Carlo simulation 
technique to investigate electron transport in the mixtures of 
CF3I and SF6. From the point of view of a possible 
application of CF3I and its mixtures with SF6 as gaseous 
dielectrics, we have calculated the drift velocity, rate 
coefficients for electron attachment and ionization and 
critical electric field. The previous studies [10] are extended 
by considering the duality of transport coefficients, e.g. the 
existence of two different families of transport coefficients, 
the bulk and the flux.  Comparing the bulk and flux drift 
velocities, it is found that the bulk component shows a very 
strong NDC and behaves in a qualitatively different fashion. 
Calculations in dc electric fields are augmented by those in 
rf electric and magnetic fields. We have paid a particular 
attention to the power absorption of the swarm. Due to a 
complex interplay of the effects induced by temporal non-
locality, magnetic field and cyclotron resonance, we have 
observed a multitude of peaks in the B0/N profiles of the 
absorbed power. Finally, using the classical fluid model we 
have simulated the transition from an electron avalanche 
into a negative streamer. It is shown that streamers in the 
mixtures with a higher content of CF3I are slower, the 
electron density is reduced and the electric field in the 
streamer interior is enhanced. Thus, by mixing CF3I with 
SF6, the insulation characteristics of the mixtures are 
considerably improved.    
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ABSTRACT 

 
A multi term theory for solving the Boltzmann 
equation and a Monte Carlo simulation technique 
are used to investigate electron transport in 
strongly attaching gases, including SF6, CF3I and 
their mixtures in radio-frequency (rf) electric and 
magnetic fields. We investigate the way in which 
the transport coefficients and other swarm 
properties are influenced by the field frequency, 
electric and magnetic field strengths, and the 
phase difference between the fields under 
conditions in which the electron transport is 
greatly affected by electron attachment. A 
multitude of kinetic phenomena induced by the 
synergism of the magnetic field and electron 
attachment has been observed and discussed 
using physical arguments. In particular, we 
investigate the power absorption of electrons in 
rf electric and magnetic fields. The existence of 
periodic structures in the absorbed power versus 
amplitude of the applied rf magnetic field has 
been explained by considering the effects of 
resonant absorption of energy in association with 
the temporal non-locality of electron transport. 
 

1. INTRODUCTION 

 
Studies of electron transport processes in 
strongly attaching gases in combined electric and 
magnetic fields have many important 
applications. These applications range from the 
modelling of magnetically-assisted low pressure 
collision dominated plasma discharges [1] to the 
modelling of gaseous particle detectors in high-

energy physics and to the development of 
insulating dielectrics in high-voltage technology. 
The majority of these investigations, including 
the experimental measurements and theoretical 
calculations of transport coefficients concern the 
magnetic field free case in which the effects of a 
magnetic field are systematically neglected or, 
eventually, are described in terms of the scaled 
transport coefficients [2]. One aspect that strikes 
a reader surveying the literature on electron 
transport in electric and magnetic fields is that 
only in a limited number of cases the effects of a 
magnetic field are fully incorporated and studied. 
In swarm experiments, the electric and magnetic 
fields as well as the properties of the background 
gas can be very efficiently controlled, enabling 
one to perform accurate measurements of 
transport coefficients.  Transport coefficients can 
be then unfolded to yield information about cross 
sections for electron scattering, required as input 
in kinetic/particle models of plasma discharges 
[3].  Fluid models of such discharges usually 
require transport coefficients as a function of the 
reduced electric and magnetic fields and/or 
collision frequencies for elastic, inelastic and 
non-conservative collisions, usually as a function 
of the mean electron energy.        
 
For the more general case of alternating current 
(ac) electric and magnetic fields, however, there 
has been comparatively much less investigation 
[3,4]. The reason is twofold: firststly, there are 
no swarm experiments in ac electric and 
magnetic fields and secondly, the presence of an 
ac magnetic field introduces unavoidable 
mathematical complexity in theories for solving 
the Boltzmann equation. In the domain of Monte 
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Carlo simulations, one of the most challenging 
issues is how to optimize the computer code by 
increasing its efficiency under conditions in 
which a magnetic field controls the behavior of 
the swarm. The physical content is even more 
complicated when it comes to the studies of 
electron transport in strongly attaching gases. 
Under conditions of predominant removal of the 
lower energy electrons due to strong electron 
attachment, the bulk of the distribution function 
is often shifted towards a higher energy which in 
turn results in the high energy tail falling off 
much slower than a Maxwellian. The moment 
method for solving the Boltzmann equation 
under these circumstances usually fails as it 
requires a prohibitive number of basis functions 
for resolving the energy dependence of the 
distribution function. Along similar lines, 
electron attachment imposes many difficulties in 
Monte Carlo simulations due to extensive losses 
of seed electrons. Recently, we have developed 
the rescaling procedures for Monte Carlo 
simulations of electron transport in strongly 
attaching gases. Calculations have been 
performed for electron swarms in pure SF6 and 
pure CF3I assuming the magnetic field free case 
[5].       
 
In this work, we extend the previous studies by 
considering electron transport in strongly 
attaching gases under the influence of rf electric 
and magnetic fields. We focus on the time-
dependent behavior of electron transport 
properties with the aim of understanding the 
electron kinetics in magnetically-assisted low 
pressure plasma discharges. In addition, this 
research is focused on a possible implementation 
of obtaining results for a future development of 
sensors for detection of electromagnetic waves 
induced in gas-insulated high-voltage switchgear 
(GIS) by partial discharges. 
 

2. THEORETICAL METHOD 

 
The behavior of charged particle swarms in 
neutral gases under the influence of rf electric 
and magnetic fields is described by the phase-
space distribution function ),,( tf cr  representing 
the solution of the Boltzmann equation 

   0, ffJ
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where r, and c denote the position and velocity 
co-ordinates respectively, while q and m are the 

charge and mass of the swarm particle and t is 
the time. The right-hand side ),( 0ffJ  denotes 

the linear charged particle-neutral molecule 
collision operator, accounting for elastic, 
inelastic, and non-conservative collisions. The 
electric and magnetic fields are assumed to be 
spatially homogeneous and time-dependent. 
 
In the present approach equation (1) is solved by 
decomposing ),,( tf cr  in terms of spherical 
harmonics in velocity space [2,4]:  
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m  are spherical harmonics and ĉ  

denotes the angles of c. Under hydrodynamic 
conditions a sufficient representation of the space 
dependence is an expansion in terms of the 
powers of the density gradient operator: 
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operator. The speed dependence is treated as 
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and )(

2

1


l
S  is a Sonine polynomial. Using the 

above decompositions of f and implicit finite 
difference evaluation of time derivatives, the 
Boltzmann equation is transformed into a 
hierarchy of doubly infinite coupled 
inhomogeneous matrix equations for the time-
dependent moments. The finite truncation of 
both the Sonine polynomial and spherical 
harmonic expansions, permit the solution of this 
hierarchy by direct numerical inversion. Having 
obtained the moments, the transport coefficients 
and other transport properties can be explicitly 
calculated [5,7]. 
 
In addition to Boltzmann's equation, in the 
present work we apply a Monte Carlo simulation 
technique. Our standard MC code has been 
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recently extended to consider the spatially 
inhomogeneous electron swarms in strongly 
attaching gases by implementing the rescaling 
procedures. The so-called discrete and 
continuous rescaling procedures are developed 
and benchmarked with the aim of simulating 
electron transport under conditions of extensive 
losses of seed electrons due to a strong electron 
attachment.  In this work, a Monte Carlo method 
is employed as a tool to confirm the numerical 
accuracy and integrity of a multi-term theory for 
solving the Boltzmann equation. However, if the 
convergence of transport coefficients was poor in 
the Boltzmann equation analysis, then only MC 
results are presented and discussed. 
 
In the present work we pay particular attention to 
the power absorption of electrons in rf electric 
and magnetic fields. The time-averaged power 
absorbed by the swarm (or plasma or any active 
medium) is given by [6]: 

   
T

dttteN
T

p
0

abs

1
EW ,            (7) 

where N is the number of electrons in the swarm, 
T=2π/ is the period, W is the time-dependent 
average velocity and E is the time-dependent 
electric field. From Eq. (7) it is clear that the 
phase difference between the drift velocity and 
electric field controls the power absorption: (i) 
when the drift velocity W and electric field E 
have the same sign, the instantaneous power is 
positive, and (ii) when the drift velocity W and 
electric field E have the opposite sign, the 
instantaneous power is negative. This suggests 
that when the power is positive the electric field 
pumps energy into the system while a negative 
power means that energy is transferred from an 
active medium into the external circuit.              
  

3. RESULTS AND DISCUSSION 

 
In the present work we consider electron 
transport in SF6, CF3I and their mixtures. Electric 
and magnetic fields are in the crossed orientation 
and /2 out of phase (the electric field is a cosine 
while the magnetic field is a sine function of 
time). The amplitude of the density normalized 
electric field is set to 350 Td (1Td=1×10-21 Vm2) 
and we consider the density normalized magnetic 
field range: 0 - 10000 Hx, where 1Hx=1×10-27 
Tm3.  
 

For electron scattering in SF6, we use a set of 
cross sections developed by Itoh and co-workers 
[7]. For the CF3I cross sections we use the set 
developed in our laboratory. This set consists of 
the elastic momentum transfer cross section, 
cross sections for vibrational and electronic 
excitations as well as cross sections for electron 
attachment and ionization. We have used the 
measured data under pulsed Townsend 
conditions for pure CF3I and its mixtures with Ar 
and CO2 in a standard swarm procedure with the 
aim of improving the completeness and accuracy 
of a set of cross sections. 
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Fig. 1 Temporal profiles of the drift velocity for electrons in CF3I 
as a function of the field frequency. 

 
In Fig. 1 we show temporal profiles of the flux 
drift velocity as a function of the field frequency 
for electrons in pure CF3I. Due to temporal non-
locality, the phase delay of W with respect to the 
applied electric field increases with increasing 
frequency.  
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Fig. 2 Temporal profiles of the drift velocity for electrons in CF3I 
as a function of the magnetic field amplitude for various applied 
frequencies. 
   
The amplitude modulation is reduced with 
increasing frequency and there are no signs of 
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the time-resolved negative differential 
conductivity (NDC). Thus, the absorbed power is 
a decreasing function of the field frequency. It 
should be noted, however, that the time-resolved 
NDC is observed in the profile of the bulk drift 
velocity due to explicit effects of electron 
attachment.      
 
In Fig. 2 we show temporal profiles of the flux 
longitudinal drift velocity WE as a function of the 
magnetic field amplitude B0/n0 and for various 
field frequencies as indicated on the graph.  For 
increasing B0/n0 and for a fixed field frequency, 
we observe the presence of additional 
oscillatory-type behavior in the WE profiles. The 
phase delay of WE with respect to the applied 
electric field decreases with increasing B0/n0. The 
amplitude modulation is enhanced with 
increasing B0/n0 and a field frequency of 5 GHz. 
Thus, one may expect a more complex and less 
intuitive behavior of the absorbed power when 
both the electric and magnetic fields are present. 
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Fig. 3 Variation of the cycled-averaged power for electrons in SF6 
and CF3I with the magnetic field amplitude for various field 
frequencies.  
 
In Fig. 3 we show the variation of the cycle-
averaged power as a function of the magnetic 
field amplitude for electrons in SF6 and CF3I. 
Perhaps the most striking phenomenon is the 
presence of periodic structures in the profile of 
the absorbed power. For 0.5 GHz, the absorbed 
power is a monotonically decreasing function of 
B0/n0, while for higher frequencies the resonant-
type behavior is clearly evident. For dc electric 
and magnetic fields the absorbed power is 
always a monotonically decreasing function of 
the applied magnetic field, while in this case we 
may observe a multitude of peaks in the B0/n0-
profiles of this property. This is a clear sign of 
the resonant absorption of energy from the rf 
electric and magnetic fields. We see that for 

increasing field frequency, the periodic structures 
become wider, and extremes occur at higher 
values of B0/n0. 
 
Comparing SF6 and CF3I we see that the 
absorbed power is higher for electrons in SF6 
than in CF3I except between approximately 1000 
and 3500 Hx and field frequency of 5 GHz. On 
the other hand, we found that the positions of the 
extremes are approximately the same for pure 
SF6, CF3I and their mixtures. Our calculations 
have revealed that the positions of these 
extremes are defined exclusively by the ratio 
between the mean cyclotron frequency and the 
field frequency. 
               

4. CONCLUSION 

 
In this work we have investigated the power 
absorption of electrons in strongly attaching 
gases in rf electric and magnetic fields. Due to 
complex interplay of the effects induced by 
temporal non-locality, magnetic field and 
cyclotron resonance, we have observed a 
multitude of peaks in the B0/n0 profiles of the 
absorbed power.          
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ELECTRON TRANSPORT AND STREAMER 
PROPAGATION IN CF3I-SF6 GAS MIXTURES 

J. Ati , D. Bošnjakovi , Z. Lj. Petrovi  and S. Dujko 

Institute of Physics, University of Belgrade,  
Pregrevica 118, 11080 Belgrade, Serbia  

Abstract. A Monte Carlo simulation technique has been used to calculate 
electron transport coefficients in the mixtures of trifluoromethyl iodide (CF3I) and 
sulfur hexafluoride (SF6). The calculated transport coefficients are then used as an 
input into the fluid equation based models with the aim of investigating the 
transition from an avalanche into a streamer and streamer propagation. It was 
found that CF3I and its mixture with SF6 and N2 have the good insulation 
properties to be regarded as viable gaseous dielectrics. 

1. INTRODUCTION 

In this work we investigate electron transport and streamer propagation 
in the mixtures of strong electronegative gases CF3I and SF6 as well as in the 
mixtures of CF3I and N2. In high voltage technology, strong electronegative 
gases and their mixtures with other appropriate gases such as N2 and/or CO2, are 
used with the aim of controlling and preventing the electrical breakdown in 
electric power systems. The most important gaseous dielectric in high voltage 
technology is SF6. SF6 is a strongly electronegative gas, with a high dielectric 
strength, and a breakdown voltage nearly three times higher than that of air at 
atmospheric pressure. However, in electrical discharges, SF6 creates highly toxic 
and corrosive compounds such as S2F10 and SOF2. In addition, SF6 has extremely 
high global warming potential (23900 times higher than CO2) and extremely 
long atmospheric lifetime (3200 years) [1]. These facts have moved scientists 
and engineers into finding possible substitutes of SF6. One of the most promising 
candidates is CF3I. CF3I is also a strongly electronegative gas, but with much 
higher dielectric strength than SF6. The global warming potential of CF3I is 
much less than that of SF6, and its lifetime in the atmosphere is very short. Using 
these facts as motivational factors, we have undertaken a program to understand 
electron interactions with CF3I as well as the basic properties of streamer 
propagation in pure CF3I and its mixtures with SF6 and N2.     

In the present work, we discuss the variation of transport coefficients 
with the applied electric field. Calculations are performed for electrons in the 
CF3I-SF6 and CF3I-N2 mixtures. Values of mean energy, drift velocity, diffusion 
tensor, and rate coefficients are reported here. Among many important points, we 
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discuss the occurrence of kinetic phenomena such as negative differential 
conductivity, induced by the explicit effects of electron attachment. Transport 
coefficients for electrons are then used as an input into the fluid equation based 
models with the aim of investigating the transition from an avalanche into a 
streamer and streamer propagation. Two fundamental issues have been 
discussed: (i) how to use two different families of transport coefficients, the flux 
and the bulk in the modeling of streamers, and (ii) how streamer properties, 
including the electron density, electric field and streamer velocity are affected by 
introducing CF3I into SF6 and N2 into CF3I. 

2. METHODS OF CALCULATION 

In our Monte Carlo simulations, we follow a large number of electrons 
(typically 106-107) moving in an infinite gas under the influence of electric field. 
The electrons gain the energy from the electric field and dissipate this energy 
through binary collisions with background neutral molecules. The motion of a 
single electron is followed until collision with the background molecule of a 
neutral gas occurs. The equation for the collision probability is solved 
numerically by using the appropriate set of random numbers. The type of 
collision determines the scattering parameters after collision, including the 
electron speed and direction of motion. Due to extensive vanishing of the seed 
electrons in strongly electronegative gases, we have employed the rescaling 
procedures in our Monte Carlo simulation code with the aim of compensating the 
number of electrons in simulations without disturbing the distribution function 
[2]. Transport coefficients are determined after relaxation to steady state using 
formulae given in our previous publications [3]. 

Transition from an avalanche into a streamer, and propagation of 
streamers have been considered by the fluid equation based models. We employ 
the so-called classical fluid model in which the equation of continuity is 
combined with the drift-diffusion approximation. The resulting equation is 
coupled with the Poisson equation for the space charge electric field calculations. 
The resulting system of partial differential equations is solved numerically 
assuming the local field approximation [3]. 

3. RESULTS AND DISCUSSION 

In this section, we firstly show our results for transport coefficients of 
electrons in the CF3I-SF6 mixtures. We consider the reduced electric field range: 
1-10000 Td (1Td = 1×10-21 Vm2) while the temperature of the background gas is 
293 K.  Cross sections for electron scattering in SF6 are taken from Itoh et al. [4] 
while for electron interactions with CF3I, we use a set of cross sections 
developed in our laboratory [2]. Our set of cross sections provides an excellent 
agreement between calculated and measured transport coefficients under the 
Pulsed-Townsend conditions in pure CF3I and a fairly good agreement for the 
mixtures of CF3I with Ar and CO2. 
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Figure 1. (a) Variation of the ionization and attachment rate coefficients with 
E/n0, and (b) critical electric field in the CF3I-SF6 mixtures. 

Figure 1 (a) shows the variation of ionization and attachment rate 
coefficients with E/n0 in the CF3I-SF6 mixtures. As expected, the ionization rate 
coefficient is a monotonically increasing function of E/n0 and becomes 
significant at the higher values of E/n0 when sufficient electrons have enough 
energy to undergo ionization. The behavior of the attachment rate coefficient is 
more complex, but generally it tends to be decreased with an increasing E/n0. 
When the attachment and ionization rates are equal, the E/n0 corresponds to the 
so-called critical electric field. The critical electric field is shown in Figure 1 (b) 
for various CF3I-SF6 mixtures. We see that by introducing CF3I into SF6 the 
critical electric field is increased. It should be noted that in our simulations the 
transition from an avalanche into a streamer occurs in electric fields higher than 
the critical electric field. 
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Figure 2. Variation of the flux and bulk drift velocities in various CF3I-SF6 
mixtures. 

Figure 2 shows the variation of the flux and bulk drift velocities with 
E/n0 for various CF3I-SF6 mixtures. We observe that over the entire range of E/n0 
the flux drift velocity is a monotonically increasing function of E/n0 while the 
bulk drift velocity in pure CF3I and in pure SF6, as well as in the mixtures shows 
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a strong negative differential conductivity (NDC). The phenomenon is induced 
by the explicit effects of electron attachment. Due to attachment heating and 
explicit effects of ionization the bulk drift velocity is greater than the flux drift 
velocity over the entire range of E/n0 considered in this work. 
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Figure 3. Temporal evolution of the electric field (a) and electron density (b) in 
a planar front in various CF3I-SF6 mixtures. The externally applied electric field 
is 480 Td and streamers move from the right to the left. 

 In Figures 3 (a) and 3 (b) we show the temporal evolution of the electric 
field and electron density, respectively for various CF3I-SF6 mixtures. 
Calculations are performed in a 1-dimensional setup. The initial Gaussian grows 
due to the ionization and then charge separation occurs due to the drift of 
positive ions in the opposite direction. As a consequence, the initial 
homogeneous electric field is disturbed and the field in the ionized region 
becomes more and more screened. Due to space charge effects the electric field 
drops off to the level in which the ionization stops and only attachment occurs. 
As a consequence, the electron density in the streamer channel is significantly 
reduced. By introducing CF3I into SF6, the streamers become slower and the 
screening of the externally applied electric field is less pronounced.   
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With an increased interest for specific applications, it is perhaps the right time to revise and update 

the standard procedure to obtain the cross sections from the measured transport coefficients- the so 

called swarm procedure.  The idea for this presentation is threefold: to repeat and update the well-

known procedures associated with the swarm procedure, to present some successes and failures as 

well as the recent examples of the swarm derived cross section sets for electrons and ions (but also 

for fast neutrals and positrons) and finally to indicate the issues that may still affect the results both 

in the interpretation of experimental data and the foundations of the transport theory. 

The swarm technique to establish scattering cross section sets from the swarm data has been used for 

many years.  Only with the development of numerical techniques to solve Boltzmann equation has it 

become very reliable, useful and reproducible technique [1,2,3,4]. The physical basis for using the 

swarm derived cross sections and the consequently measured or calculated transport coefficients 

stems from the application of the moments of the Boltzmann equation as the foundation for modelling 

of the non-equilibrium low-temperature collisional plasmas [4,5].  

The swarm derived sets of cross sections provide the following to the plasma models: 

- Satisfied balances of number, momentum and energy; 

- Representation of the non-equilibrium nature of the discharge based on the local equilibrium 

between the energy gained from the field and lost in collisions (mainly inelastic); 

- Completeness of the cross section set (this will be addressed later); 

- Representation of the spatial and temporal relaxation (non-local transport) of the properties 

of the ensemble and 

- Swarm data and rates of processes required to describe the spatial development and 

temporal development of the plasma and to interpret experiments. 

The swarm derived sets are often used indirectly through calculated transport data and rates as a 

function of either E/N or mean electron energy     or directly in kinetic schemes (PIC-particle in 

cell simulation techniques, Monte Carlo plasma models or non-local kinetic sections of the hybrid 

models).  On the other hand, the transport data are used to describe swarm experiments and extract 

swarm data from the measured quantities [6,7].  Consequently the transport theory and the swarm data 

have to be presented coherently and with internal consistency which is often not the case. The most 

important inconsistency is the nature of transport coefficients when non-conservative processes (for 

electrons attachment and ionization, for ions reactive collisions and for positrons positronium (Ps) 

formation and annihilation) are present and affect the numbers of particles in a significant way.  The 

most frequent manner in which this multiple nature of transport coefficients is explained is through 

bulk and flux transport data [4,8].  Versions of both exist for all transport coefficients but most 

notable is the difference in drift velocities.  While it has been mentioned that it is some theoreticians’ 

whimsy of little consequence to most users, it is important to understand that in most experiments 

bulk properties are being measured while most basic (especially two term) Boltzmann codes provide 

the flux properties.  As differences between the two types of drift velocities may be between several 

percent and 30% for electrons (under normal conditions) the resulting difference in the cross sections 

may be quite large.  When rates of non-conservative processes are high the difference between the 

two types of transport coefficients may be even an order of magnitude (as observed for positrons and 

ions with large reactive collisions and for electrons in gases with excessive thermal attachment [9]). 

If carried out properly the swarm procedure leads to cross sections of exceptional accuracy.  Still the 

most accurately determined cross section for electrons is the momentum transfer cross section for 
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electrons in helium that has been determined independently from both drift velocities and 

characteristic energies (eDT/) and confirmed later by very accurate theories with an uncertainty of 

less than 0.5% [10]. It is a common experience that in order to improve the quality of the cross 

sections, one needs to make very accurate measurements of the well defined transport coefficients.  

Usually drift velocities convert to momentum transfer and characteristic energy to overall inelastic 

losses.  Those two sets of experimental data are the foundation of the classical swarm technique.  

Unfortunately, those are only two independent sets of data.  As a result, when number of collisional 

processes exceeds two, then a non-uniqueness problem may arise.  According to this, a contribution of 

one process may be completely or partly reassigned to another process without a loss of the quality of 

the fit of the experimental transport coefficients.  Quite often swarm practitioners provide only 

effective inelastic cross sections.  While such sets provide a good fit and electron energy distribution 

function (EEDF) they do not have enough detail to model rates and contributions of specific channels 

especially for spectroscopy.  Another problem is the lack of resolution due to the fact that the effect of 

sharp features in the cross sections (which are quite frequent) are washed out over a wider energy 

range due to the width of the distribution function under swarm conditions.  Thus, while swarm cross 

section provides overall contributions to the balances, those may be broadened and may lack salient 

features of a resonance.  Finally, the sensitivity of the measured data to specific channels while 

projected over a wide range of energies has a limited significance due to the limits set out by the range 

of mean energies in the original measurements of transport coefficients.  One should be aware of the 

range of the sensitivity, (sometimes tabulations extend up to ten times the limit of reasonable 

sensitivity based on the transport data). 

On the other hand, swarm technique has an advantage of not needing arbitrary callibration techniques 

to provide absolute values (with, as stated before, all balances taken care of).  The first and most 

natural strategy to improve the quality of the swarm derived sets is to use as much input from other 

sources as possible.  It is best to employ binary collision experiments, but also one has to be aware 

that a single scaling of numerous channels may not be appropriate.  A more coherent first guess would 

be to use theoretical calculations but, again one may run into problems with some processes while not 

having issues with the remaining processes.  A typical example of this is the so called ’hydrogen 

problem’ [11] where the swarm derived cross sections for momentum transfer and rotational 

excitation for parahydrogen [3] are in excellent agreement with the theory while there is a discrepancy 

for vibrational excitation that goes beyond the experimental uncertainties. 

The second strategy would be to extend the range of the available experimental data.  While 

longitudinal diffusion does not add much independent information to that provided by the drift 

velocity excitation rates for numerous inelastic processes do and it has been the strategy employed by 

Art Phelps in numerous cases [12]. 

The third strategy is to employ mixtures as a way to provide independent sets of data or data covering 

an extended range of energies.  The basic technique would be to add a very small amount of attaching 

gas to a non-attaching buffer gas (typically either nitrogen to cover lower energies or argon to cover 

higher energies) [13].  Under such conditions one may use unperturbed EEDFs for pure nitrogen and 

argon and thus derive almost directly the attachment cross section (even automated procedures have 

been developed).  Mixture techniques have also been used to reduce the mean energy in rare gases 

such as argon without having to go to high pressures where multiple collisions may take place [14].  

Another example was to use helium hydrogen mixtures to provide independent data to test the 

vibrational excitation of hydrogen (from drift velocities only) [15].  In general, mixture technique has 

been applied in a wide range of gases and it allowed the use of better defined transport coefficients 

over a wider energy range than available in the pure gas [16]. 

A special case of swarm analysis had to be devised in order to cover moderate energies (tens of eV) as 

usually swarm experiments do not function well beyond 2-3 eV.  At such mean energies one may 
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measure ionization rates and not other transport data.  Petrović et al [4,17] have been promoting a 

technique to use fits to ionization rates by setting the vibrational and electronic excitation to the best 

available data from the combination of the swarm and binary collision techniques.  Then, assuming 

that the ionization cross section has been measured accurately, as it almost always is, one would fit 

the ionization rates by modifying the least known excitation process which is normally dissociation to 

the ground state.  Elastic scattering at those energies is of lesser importance, so extrapolation based on 

measurements and calculations is sufficiently accurate.  Low energy cross sections should be set to fit 

accurately the drift velocities and characteristic energies. 

Extending the energy range even further would require fitting non-hydrodynamic steady state 

Townsend (SST) discharges at high and very high E/N.  Under those conditions one may run into a 

situation where fast neutrals produce most of the excitation, so fitting the spatial emission profiles 

may yield fast neutral cross sections [18,19]. 

Term ‘kinetic phenomena’ has been coined to describe behaviour of transport coefficients under 

conditions where we may affect the EEDF and thus the behaviour of the ensemble [4].  Such 

phenomena cannot be described easily based on the cross sections or individual processes, full kinetic 

treatment is required.  There may be two groups of such phenomena, those that occur under fully 

hydrodynamic conditions such as anisotropic diffusion, negative differential conductivity (NDC) and 

more.  Some of those such as NDC have been used to determine the dominant inelastic cross section 

in mixtures where the main buffer gas has a Ramsauer Townsend minimum. On the other hand, even 

measurements of experimental observables under conditions where hydrodynamic expansion is not 

applicable (non-local) if modelled by a full kinetic technique could provide excellent cross section 

data (especially at higher energies).  Those include Holst Oosterhuis effects (related to Franck Hertz 

experiment, but observed through optical emission), runaway phenomena and temporal relaxations.  

Recently, databases have been developed to disseminate the swarm derived cross sections the most 

successful being the LxCat [20].  The problem with this was usually that most sets that were provided 

overlapped a lot and their basis originated from the sets of Phelps or Crompton, so it was difficult to 

understand the differences. Practice to provide more detailed information on the cross section sets has 

been introduced and users are warned to seek the original sources rather than use the ‘black box 

approach’ but that is yet to become a common practice.  In addition, some guidance on the range of 

sensitivity defined by the original set of transport data is lacking (even in the original sources).   

Additional issues include that of benchmarking of the numerical techniques to solve the Boltzmann 

equation or perform Monte Carlo Simulations (MCS) [21].  Those are not often performed by the new 

codes and a set of benchmarks needs to be devised for the plasma models as well.  In its limit plasma 

models should satisfy all swarm benchmarks before one starts thinking about the space charge effects.  

The use of two term theory (TTT) is quite common and it provides a reasonably good data in most 

cases especially for the drift velocity. Another important aspect is that once you have used TTT to 

obtain the cross sections subsequent use of TTT will provide good transport data as the basis of 

modelling but one should be aware of that.  Still it is better to have the full accuracy [22] available for  

the MCS and particle in Cell Monte Carlo collision (PIC MCC) codes.  

New avenues that may be used to provide more information on cross sections are to use ExB field 

measurements of the drift velocities, in particular angle of effective drift tan()=WExB/WE, that may 

provide more sensitivity than the use of DT/and the application of the higher order transport 

coefficients that are yet to be measured accurately but there is a solid theoretical foundation [24]. 

Finally a word of warning has been issued regarding the highly non-conservative processes.  Most 

codes assume that particles are not lost and continue to provide EEDF as if the ensemble is fully 

populated. In reality, the depletion will occur at some energies and the mean energy would be strongly 

affected [9].  Thus, one has to make a full kinetic modelling of the transport.  
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When it comes to the ions the data have been usually provided in terms of interaction potentials but 

the need to model plasmas has prompted the use of cross sections to describe the transport of ions 

[25].  Ion transport shows all the same effects as electron except that due to similar masses, the energy 

exchange in elastic processes is significant.  TTT is thus never valid for ions, even if ions undergo 

only elastic collisions with neutral molecules. Furthermore, ions may show very strong non-

conservative effects. Finally, it is worth noting that a similar work on cross section data and 

associated transport data has been initiated for positrons [26,27]. 
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MONTE CARLO SIMULATIONS OF  
ELECTRON TRANSPORT IN CF3I AND SF6 GASES 

J. Mirić, D. Bošnjaković, I. Simonović, Z. Lj. Petrović and S. Dujko 

Institute of Physics, University of Belgrade,  
Pregrevica 118, 11080 Belgrade, Serbia  

Abstract. Electron transport coefficients in CF3I and SF6 gases are calculated 
using Monte Carlo simulations for a wide range of reduced electric field 
strengths. In order to compensate for the loss of electrons in simulation due to 
strong attachment, three different rescaling techniques are considered and 
applied. Among many observed phenomena, in case of SF6 we highlight the 
reduction of mean electron energy with increasing electric field. In addition, we 
observe that for both gases bulk drift velocities exhibit negative differential 
conductivity which is not present in the flux drift velocity. 

1. INTRODUCTION 

Electron attachment in strongly electronegative gases, such as CF3I and 
SF6, has many industrial applications. For example, in high-voltage circuit 
breakers, it is the most significant process for the prevention of electric 
breakdown [1]. Electronegative gases are also used for plasma etching and 
cleaning in semiconductor fabrication [2]. 

On the other hand, electron attachment imposes practical difficulties in 
experiments for measurement of transport coefficients [1,3]. Considerable 
difficulties also appear in Monte Carlo simulations of electron transport in 
strongly electronegative gases at low electric fields where electron attachment is 
the dominant process. Due to this process, the number of electrons in a 
simulation can reach extremely low values leading to poor statistics or complete 
loss of electrons in the simulation [4,5]. In order to compensate for this loss of 
electrons, some sort of rescaling techniques must be used.  

In this work, we discuss the existing rescaling techniques for Monte 
Carlo simulations of electron transport in strongly electronegative gases. 
Furthermore, we introduce our modified rescaling procedure and demonstrate 
how these techniques affect the calculated transport data for CF3I and SF6 gases. 
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2. RESCALING TECHNIQUES  

The following rescaling techniques, applicable for Monte Carlo 
simulations, can be found in the literature: 

1. Duplication of electrons randomly chosen from the remaining swarm at 
certain discrete time steps [6];  

2. Duplication of the entire electron swarm (one or more times) at certain 
time steps [5] or at certain distance steps [7]; 

3. Introduction of an additional fictitious ionization [4] or attachment 
process [8] with a constant collision frequency.  

An unaltered electron distribution function and its evolution are a common 
objective for all these techniques. In this work, the first technique will be 
referred to as discrete rescaling, the second as swarm duplication and the third as 
continuous rescaling. However, we introduce a modification to the third 
procedure where the fictitious ionization process is dynamically adjusted during 
the simulation in such way that the fictitious ionization rate is chosen to be equal 
to the attachment rate. Therefore, it is not necessary to define a fictitious 
ionization rate in advance and as a benefit, the number of electrons is kept nearly 
constant during the simulation. 

3. RESULTS     

In this section, we present the transport data for CF3I and SF6 gases, 
calculated using our Monte Carlo code [6,9] with three different rescaling 
techniques. The cross section set for electron scattering in SF6 is taken from Itoh 
et al. [10]. In case of CF3I, we use our modified cross section set [11] which is 
based on cross sections of Kimura and Nakamura [12]. This modification of the 
CF3I set was necessary in order to provide a better agreement between the 
calculated data and the reference data measured in a pulsed Townsend 
experiment for pure CF3I and its mixtures with Ar and CO2.  

Figure 1(a) shows the variation of mean electron energy with E/n0 in 
CF3I. Calculations are performed assuming the three rescaling techniques. 
Excellent agreement between the cases of discrete rescaling and swarm 
duplication can be understood, having in mind that these two techniques are 
essentially the same. The only difference between the two is the fact that in case 
of discrete rescaling, the probability for duplication of an electron is determined 
by the ratio of current number and desired number of electrons, while in case of 
swarm duplication technique, this probability is set to unity i.e. the duplication is 
performed for all electrons. Continuous rescaling is also in a good agreement 
with the other two techniques. 

In case of mean electron energy for the SF6 gas, Figure 1(b) shows 
excellent agreement between the three rescaling techniques. Furthermore, one 
anomalous behavior is observed — a decrease of mean energy with increasing 
electric field. This phenomenon is associated with mutual influence of 
attachment heating and inelastic cooling. Since it is observed only in case of SF6, 
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it is evident that the specific cross sections for electron scattering are essentially 
responsible for the occurrence of this phenomenon. 

Figure 2 shows flux and bulk  drift velocities in (a) CF3I and (b) SF6 

gases, obtained with three rescaling techniques. For electrons in CF3I, the drift 
velocities calculated using discrete rescaling and swarm duplication are again in 
excellent agreement while continuous rescaling at low electric fields gives 
slightly lower values than the other two techniques. For drift velocities in the SF6 
gas, all three rescaling techniques are in good agreement over the entire range of 
reduced electric fields considered in this work. We can conclude that the nature 
of the cross sections for electron scattering in CF3I and SF6 and their energy 
dependence are responsible for the differences between the results obtained using 
different rescaling techniques.  

Two interesting phenomena are also observed in Figure 2. First, for  
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Figure 1. Mean electron energy in (a) CF3I and (b) SF6 gases as a function of 
reduced electric field. The profiles are calculated using three different rescaling
techniques. 
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Figure 2. Variation of the drift velocity with E/n0 for electrons in (a) CF3I and 
(b) SF6 gases. The profiles are calculated using three different rescaling
techniques. 
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both gases the bulk drift velocity is higher than the flux drift velocity. In low 
energy range, this is a consequence of strong attachment heating (the 
consumption of slow electrons due to attachment) while in higher energy range 
the explicit effect of ionization is responsible. As a result, new electrons are 
preferentially created at the front of the swarm and/or slow electrons are 
consumed at the back of the swarm resulting in a forward shift of centre of mass 
of the swarm which is observed as an increase of bulk drift velocity over the flux 
drift velocity. The other phenomenon is a very strong NDC effect (negative 
differential conductivity) which is noticed for both gases, but only in case of 
bulk component drift velocity. This behavior appears to be common for all 
strongly electronegative gases since it is induced by explicit effects of electron 
attachment. 

Acknowledgements 

This work is supported by MPNTRRS Projects OI171037 and III41011. 

REFERENCES 

[1] L. G. Christophorou and J. K. Olthoff, Fundamental electron interactions 
with plasma processing gases, (Springer, New York, 2004). 

[2] T. Makabe and Z. Lj. Petrović, Plasma Electronics: Applications in 
Microelectronic Device Fabrication, (CRC Press, New York, 2014). 

[3] Z. Lj. Petrović et al., J. Phys. D: Appl. Phys. 42, 194002 (2009). 
[4] M. Yousfi, A. Hennad and A. Alkaa,  Phys. Rev. E  49, 3264 (1994). 
[5] A. M. Nolan, M. J. Brennan, K. F. Ness and A. B. Wedding, J. Phys. D 30, 

2865 (1997). 
[6] Z. M. Raspopović, S. Sakadžić, S. Bzenić and Z. Lj. Petrović, IEEE Trans. 

Plasma Sci. 27, 1241 (1999). 
[7] N. A. Dyatko and A. P. Napartovich, J. Phys. D 32, 3169 (1999). 
[8] Y. M. Li, L. C. Pitchford and T. J. Moratz, Appl. Phys. Lett. 54, 1403 

(1989). 
[9] S. Dujko, R. D. White and Z. Lj. Petrović, J. Phys. D: Appl. Phys. 41, 

245205 (2008). 
[10] H. Itoh, T. Matsumura, K. Satoh, H. Dane, Y. Nakano and H. Tagashira, J. 

Phys. D 26, 1975 (1993). 
[11] J. Mirić, O. Šašić, S. Dujko and Z. Lj. Petrović, Proc. 27th Summer School 

and International Symposium on the Physics of Ionized Gases (Belgrade) 
2014, p. 122. 

[12] M. Kimura and Y. Nakamura, J. Phys. D 43, 145202 (2010). 

28th SPIG 
     

Atomic Collision Processes 
 

107





CONTRIBUTED PAPERS & ABSTRACTS OF INVITED 
LECTURES, TOPICAL INVITED LECTURES, PROGRESS 
REPORTS AND WORKSHOP LECTURES 

of the 28th Summer School and International Symposium on 
the Physics of Ionized Gases 
 
August 29 – September 2, 2016, Belgrade, Serbia 
 
 
Editors: 

Dragana Marić, Aleksandar Milosavljević, 
Bratislav Obradović and Goran Poparić 
 
 
Publisher: 

University of Belgrade, Faculty of Physics,  
Belgrade  
Studentski trg 12, P. O. Box 44 
11000 Belgrade, Serbia 
 
 
Computer processing: 

Tatjana Milovanov 
 
 
Printed by 

Skripta Internacional, Mike Alasa 54, Beograd  
 
 
Number of copies 

200 
 
ISBN 978-86-84539-14-6 
©2016 by University of Belgrade, Faculty of Physics 
All rights reserved. No part of this book may be reproduced, stored or 
transmitted in any manner without the written permission of the Publisher. 



 

1.15. D. Jakimovski and R. K. Janev 
Polarization of Lyman α Radiation from H+ + H Collisions in Debye  
Plasmas.......................................................................................................... 67 

1.16. D. Jakimovski and R. K. Janev 
Electron Capture in H+ - H Collisions with Cosine-Debye-Hückel 
Screened Interaction...................................................................................... 71 

1.17. L. Liu, C. H. Liu, J. G. Wang and R. K. Janev  
Spin-Resolved Electron Capture in Be3++Li Collisions................................. 75 

1.18. Ivan Mančev and Nenad Milojević 
Projectile Angular Distribution in Single Electron Capture from Helium 
by Protons..................................................................................................... 79 

1.19. Nenad Milojević and Ivan Mančev 
Thomas Peak in Fast H+ − He Collisions...................................................... 83 

1.20. Y. Wu, L. Liu, X. H. Lin, J. G. Wang and R. K. Janev  
Cross Section for Spin-Resolved Electron Capture in He+-H Collisions...... 87 

1.21. M. M. Aoneas, M. M. Ristić, M. M. Vojnović and G. B. Poparić 
Rate Coefficients for Eletron Impact Ionization of CO2 in RF Electric 
Field............................................................................................................... 92 

1.22. M. M. Aoneas, M. M. Ristić, M. M. Vojnović and G. B. Poparić 
Excitation of the A3Σu

+ State of the Nitrogen Molecule in RF Electric Field 96 

1.23. Marija Grofulović, Luís L. Alves and Vasco Guerra 
Swarm Analysis and Dissociation Cross Sections for CO2............................ 100 

1.24. J. Mirić, D. Bošnjaković, I. Simonović, Z. Lj. Petrović and S. Dujko 
Monte Carlo Simulations of Electron Transport in CF3I and SF6 Gases...... 104 

1.25. J. Mirić, I. Simonović, D. Bošnjaković, Z. Lj. Petrović and S. Dujko 
Electron Transport in Mercury Vapor: Dimer Induced NDC and Analysis 
of Transport Phenomena in Electric and Magnetic Fields............................ 108 

1.26. Ž. Nikitović, M. Gilić, Z. Raspopović, M. Petrović and V. Stojanović 
Cross Section and Transport Parameters for K+ in Dimethoxy Ethane........ 112 

1.27. Ž. Nikitović, Z. Raspopović and V. Stojanović 
Transport Properties of He+ in CF4............................................................... 116 

1.28. I. Simonović, Z. Lj. Petrović, R. D. White and S. Dujko 
Transport Coefficiencts for Electron Swarms in Liquid Argon and Liquid  
Xenon.............................................................................................................. 120 

  



ELECTRON TRANSPORT IN MERCURY VAPOR: 
DIMER INDUCED NDC AND ANALYSIS OF 

TRANSPORT PHENOMENA IN ELECTRIC AND 
MAGNETIC FIELDS 

J. Mirić, I. Simonović, D. Bošnjaković, Z. Lj. Petrović and S. Dujko 

Institute of Physics, University of Belgrade,  
Pregrevica 118, 11080 Belgrade, Serbia  

Abstract. Transport coefficients for electron swarms in mercury vapor in the 
presence of electric and magnetic fields are calculated and analyzed using a multi 
term theory for solving the Boltzmann equation and Monte Carlo simulation 
technique. Particular attention is paid to the occurrence of negative differential 
conductivity (NDC) at higher gas pressures and temperatures. It is shown that the 
correct representation of the presence of mercury dimers and superelastic 
collisions plays a key role in the analysis of NDC. When both the electric and 
magnetic fields are present, another phenomenon arises: for certain values of 
electric and magnetic field, we find regions where swarm mean energy increases 
with increasing magnetic field for a fixed electric field. Spatially-resolved 
electron transport properties are calculated using a Monte Carlo simulation 
technique in order to understand these phenomena.  

1. INTRODUCTION 

In this work we discuss the transport of electrons in mercury vapor and 
its mixtures with argon under conditions relevant for metal vapor lamps. Current 
models of such lamps require knowledge of transport coefficients as a function of 
electric field strengths, gas pressures and temperatures. Recently developed 
inductively coupled plasma light sources require the knowledge of transport 
coefficients when both the electric and magnetic fields are present and crossed at 
arbitrary angles [1]. These transport coefficients can be either measured in swarm 
experiments or calculated from transport theory. To date, no experiments exist 
that can measure all the required transport coefficients, including rate coefficients, 
drift velocities, and diffusion coefficients for electrons in gases in the presence of 
electric and magnetic fields.  

In the present work we solve the Boltzmann equation for electron 
swarms undergoing ionization in mercury vapor and its mixtures with argon in the 
presence of electric and magnetic fields crossed at arbitrary angles. For the E-only 
case we discuss the occurrence of negative differential conductivity (NDC)  for 
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higher gas pressures and temperatures in the limit of lower electric fields. NDC is 
a phenomenon where the drift velocity decreases with increasing electric field. 
For electrons in mercury vapor this behavior of the drift velocity is attributed to 
the presence of mercury dimers.  

In the second part of this work we investigate the electron transport in 
varying configurations of electric and magnetic fields. In particular, we discuss 
the following phenomenon: for certain values of electric and magnetic fields, we 
find regions where swarm mean energy increases with increasing magnetic field 
for a fixed electric field. The phenomenon is discussed using spatially-resolved 
transport data calculated in Monte Carlo simulations. 

2. CROSS SECTIONS AND SIMULATION TECHNIQUES 

The cross section for momentum transfer in elastic collisions is made as 
follows. For lower electron energies, we use a cross section from [2] while for 
higher energies, we use a cross section tabulated in MAGBOLTZ code [3]. Cross 
sections for electronic excitations for levels 3P0, 

3P1 and 3P2 are retrieved from [4] 
while electronic excitations to 1S0 and 1P1 states as well as a cross section for 
higher states are also taken from MAGBOLTZ code. For electron-impact 
ionization, we have used a cross section from [5]. The effective cross section 
which describes vibration and electronic excitations of mercury dimers is derived 
using the experimental measurements of Elford [6]. Cross sections were slightly 
modified during the calculations to improve agreement between the calculated 
swarm parameters and the experimental values [6]. 

Electron transport coefficients are calculated from the multi term 
solution of Boltzmann's equation. A Monte Carlo simulation technique is used to 
verify the Boltzmann equation results and also for the calculations of spatially-
resolved transport data. 

3. RESULTS AND DISCUSSIONS 

In Figure 1 (a) we show the variation of the drift velocity with E/n0 for a 
range of gas pressures, as indicated on the graph. Calculations are performed in a 
wide range of pressures, from 20.2 to 108.4 Torr. The temperature of the 
background gas is 573K. The same range of pressures and temperatures was 
considered by Elford in his experiments [6]. We extend his measurements by 
considering the drift of electrons for six additional gas pressures. For E/n0 less 
than approximately 2.5 Td the pressure dependence of the drift velocity is clearly 
evident. For higher E/n0, however, the drift velocity does not depend on the 
pressure. For pressures higher than approximately 200 Torr, we see that the drift 
velocity exhibits a region of NDC, i.e. over a range of E/n0 values the drift 
velocity decreases as the driving field is increased. The conditions for the 
occurrence of NDC have been investigated previously [7]. For electrons in 
mercury vapor, NDC arises for certain combinations of elastic cross sections of 
dimer-free mercury vapor and inelastic cross sections of mercury dimers in 
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which, on increasing the electric field, there is a rapid transition in the dominant 
energy loss mechanism from inelastic to elastic. For pressures lower than 200 
Torr the elastic cross section of dimer-free mercury vapor dominates the effective 
inelastic cross section of mercury dimers. Thus, the conditions for the occurrence 
of NDC are not set. For higher pressures, the phenomenon is promoted by either 
or both of (i) a rapidly increasing cross section for elastic collisions and (ii) a 
rapidly decreasing inelastic cross section. It is clear that the presence of dimmers 
plays a key role in the development of NDC in mercury vapor.   

In Figure 1 (b) we show a comparison between our calculations and 
experimental measurements of the drift velocity for a range of pressures. Our 
Monte Carlo results (figure 1 (b)) agree very well with those measured in the 
Bradbury-Nielsen time-of-flight experiment [6]. The agreement is achieved only 
after careful implementation of superelastic collisions in our calculations. Cross 
sections for superelastic collisions are calculated directly in our code from the 
principle of detailed balance. 
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Figure 1. Variation of the drift velocity with E/n0 for a range of pressures (a) and 
comparison between our Monte Carlo results and experimental measurements. 
Calculations are performed for electrons in mercury vapor. The temperature of 
the background gas is 573K. 

In the last segment of this work we discuss the impact of a magnetic 
field on the electron transport in mercury vapor. The pressure and temperature of 
the mercury vapor are set to 1 Torr and 293K, respectively. As an example of our 
study, in figure 2 we show the variation of the mean energy with E/n0 for a range 
of the reduced magnetic fields B/n0, in a crossed field configuration. In the limit 
of the lowest E/n0 the electrons are essentially in the quasi-thermal equilibrium 
with the mercury vapor, independent of the strength of the applied magnetic field. 
In this regime, the longitudinal and transverse drift velocity components are 
dependent on both E/n0 and B/n0 while the diagonal diffusion tensor elements 
along the E and E×B directions are dependent on B/n0 only. The diffusion 
coefficient along the magnetic field direction is reduced to its thermal value as 
magnetic field only affects the diffusion in this direction indirectly, through the 
magnetic field’s action to cool the swarm. Certainly one of the most striking 
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properties observed in the profiles of transport coefficients is an increase in the 
swarm mean energy with increasing magnetic field for a fixed electric field. The 
phenomenon is evident in the range E/n0=5-200 Td for B/n0 considered in this 
work. This behavior is contrary to previous experiences in swarm physics as one 
would expect the mean swarm energy to decrease with increasing B/n0 for a fixed 
E/n0. The phenomenon could be associated with the interplay between magnetic 
field cooling and inelastic/ionization cooling, although the role of the cross 
sections in both phenomena is of course vital. The electron energy distribution 
function and spatially-resolved mean energy, rate coefficients and other properties 
are calculated using a Monte Carlo simulation technique in order to explain this 
phenomenon.  
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Figure 2. Variation of the mean energy with E/n0 for a range of B/n0. 
Calculations are performed for electrons in mercury vapor.  
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2
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Stepe 305, 11000, Belgrade, Serbia 

Abstract. Scattering cross sections for electrons in CF3I are discussed using the 
swarm method. Electron drift velocity, effective ionization coefficient and 
diffusion coefficients are calculated using a Monte Carlo simulation technique 
and from solution of the non-conservative Boltzmann equation. Calculated data 
for pure CF3I and its mixtures with rare gases, N2 and SF6 are compared with 
those measured experimentally under both the time-of-flight and pulsed-
Townsend conditions. Among many important phenomena observed in electron 
transport we note the existence of negative differential conductivity in the profile 
of the bulk drift velocity with no signs of the same phenomenon in the profile of 
flux drift velocity. 

1. INTRODUCTION 

Trifluoroiodomethane (CF3I) is a processing gas employed for plasma 
etching of various materials. Due to its short atmospheric lifetime (1.8 days), low 
GWP (0.4 times than of CO2) and high critical electric field (437 Td) CF3I shows 
a promise for application as an alternative refrigerant to commonly used 
fluorocarbons such as CF4 [1], and as a potential high voltage insulator, both on 
its own and mixed with N2 and CO2 in high-voltage insulation technology [2]. In 
spite of these important applications of CF3I, still there is a lack of reliable sets of 
cross sections for electron scattering and associated electron transport 
coefficients.   

In this work we discuss the existing sets of cross sections for electron 
scattering in CF3I. Using the swarm method, our initial set of cross sections is 
constructed from other available sets, and data for individual scattering channels. 
Calculated transport data are then compared with those measured in experiments 
and if the agreement is not enough, then cross sections are modified. This process 
is repeated until some preset agreement between theoretically calculated and 
experimentally measured data is achieved. Increasing the accuracy of the set of 
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cross sections, the electron transport is investigated using the multi term approach 
for solving the Boltzmann equation where particular emphasis was placed upon 
the explicit effects of non-conservative collisions on the drift and diffusion.   

2. CROSS SECTIONS FOR ELECTRON SCATTERING IN 

CF3I 

 The initial set of cross sections in this work was developed by Kimura 
and Nakamura [3], and is presented by solid curves in Figure 1. Due to 
disagreement between experimentally measured swarm data and those obtained in 
theoretical calculations, we have concluded that there are some internal 
inconsistencies in the set proposed by Kimura and Nakamura. Similar conclusions 
have been recently found by Kawaguchi et al. [4].  
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Figure 1. Cross sections for electron scattering in CF3I from Kimura and 
Nakamura (solid curves) [3] and from our work (broken curves). 

 In this work the cross sections were extended in energy up to 1000 eV 
so that calculated data may cover the region between a few Td and few 
thousands of Td. This is of great importance having in mind the high critical 
field of CF3I. The logarithmic extrapolation was used for electronic excitation 
with the lowest threshold and for all vibrational excitations as well as for the 
electron attachment. The Born-Bethe approximation was used to extrapolate the 
cross sections for momentum transfer in elastic collisions and for the cross 
sections for electronic excitation. The cross section for ionization was modified 
as follows: in the energy range up to 45 eV we have used the cross section from 
[3] while for higher energies than 45 eV we have included the theoretically 
calculated cross section developed by Anthony et al. [5]. Using the data 
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suggested by Christophorou [6], the cross section for attachment between 0.5 and 
3 eV was reconstructed. 
 Cross section for momentum transfer in elastic collisions in the energy 
region between 4 and 20 eV was modified together with the cross section for 
vibrational excitation with the highest threshold in order to fit the drift velocity 
from experimental measurements of Kimura and Nakamura [3]. The ionization 
coefficient was fitted through the modification of cross sections for electronic 
excitations having in mind the large uncertainties associated with the magnitudes 
of these cross sections. Our final set of cross sections for electron scattering in 
CF3I is shown in Figure 1. This set of cross sections provides much better 
agreement between theoretically calculated and experimentally measured swarm 
transport data as discussed below.  

3. TRANSPORT COEFFICIENTS FOR ELECTRONS IN 

CF3I 

 In Figure 2 we compare our results for the electron drift velocity with 
experimental data obtained under the time-of-flight [3] and pulsed-Townsend 
conditions [2]. The calculated values of W are initially lower than those 
measured in experiments. After modification of cross sections the calculated 
values of W are in a good agreement with experimental measurements obtained 
under the time-of-flight conditions. Our flux drift velocity is calculated by the 
two-term approximation (TTA) for solving the Boltzmann equation and using a 
Monte Carlo simulation technique. 
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Figure 2. Variation of the drift velocity with E/n0 for electrons in CF3I. Our TTA 
results are compared with those obtained in experiments for (a) our initial set of 
cross sections and (b) our final set of cross sections.  

 Figure 3 shows the calculated values of effective ionization coefficient 
(α-η)/n

0
 using the initial set of cross sections (a) and our final set of cross 

sections (b). Values of (α-η)/n
0
 measured by Kimura and Nakamura [3] and de 
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Urquijo et al. [2] are also plotted. In Figure 3 (a), calculated values of (α-η)/n
0

are higher than the measured data for higher E/n0. Calculated values using our 
final set of cross sections agree well with the measured data in a wide range of 
E/n0 except for E/n0 less than approximately 200 Td where the effects of 
attachment are dominant.  
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Figure 3. Variation of the effective ionization coefficient with E/n0 for electrons 
in CF3I. Our TTA results are compared with those obtained in experiments for 
(a) our initial set of cross sections and (b) our final set of cross sections.  

 Other transport properties including diagonal elements of the diffusion 
tensor, mean energy and rate coefficients are also calculated using a Monte Carlo 
simulation technique and from multi term solutions of the Boltzmann equation. 
Bulk values of the drift velocity and diffusion coefficients are evaluated and 
explicit effects of the electron attachment and/or ionization are examined.  
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METAL-VAPOR MIXTURES
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Abstract. Electron transport coefficients required for the modeling of light
sources are calculated from the multi term solution of the non-conservative
Boltzmann equation. Calculations are performed over a range of E/n0

values (ratio of the electric field, E, to the neutral number density n0), gas
temperatures and metal vapor concentrations relevant to lamp discharges.
Values and general trends of mean energy, drift velocity, diffusion tensor
and rate coefficients are presented in this work.

1. INTRODUCTION

The progress and further improvements of light sources based on low
or high pressure electrical gas discharges require the most accurate modeling
of charged particle transport processes in noble-gas-metal-vapor mixtures
[1]. In particular, modern high intensity discharge lamps are usually filled
with noble gas at high pressure (0.1 to 12 bar) and metallic salts. Noble
gas provides light during the initial warm-up phase of the operation while
metallic salts take over light emission after they have evaporated [2]. Our
work has been motivated, in part, by recent suggestions that highly accurate
data for transport coefficients required as input in fluid models of lamp
discharges may significantly improve the existing models. Current models
of such lamps require knowledge of the plasma electrical conductivity, which
can be calculated from the cross sections for electron scattering in noble-
gas-metal-vapor mixtures and mobility coefficients presented in this work.

In this work we investigate electron transport in mixtures of noble
gases (He, Ne, Ar, Kr and Xe) and metal vapors (Na, K, Cs, Mg and Hg)
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under swarm conditions using a multi term theory for solving the Boltzmann
equation [3]. In section 2, we give a brief discussion of the theoretical multi
term solution of the Boltzmann equation under non-conservative conditions
while in section 3 we present a few examples of our systematic study of
electron transport in noble-gas-metal-vapor mixtures.

2.THEORETICAL METHODS

Electron transport coefficients are determined by solving the non-
conservative Boltzmann’s equation under the hydrodynamic conditions for
electrons drifting and diffusing through the noble-gas-metal-vapor mixtures
under the influence of spatially homogeneous electric field. In brief, the
solution of Boltzmann’s equation is found be expanding the distribution
function as sums of products with the directional dependence of c contained

in spherical harmonics Y
(m)
l (ĉ) (where c is the electron velocity), the spatial

distribution contained in G
(sλ)
µ , the s-th application of the spatial gradient

operator operating on n(r, t), and the speed distribution contained in an
expansion discussed below [3]. Thus, we have

f(r, c, t) =

∞
∑

l=0

l
∑

m=−l

∞
∑

s=0

s
∑

λ=0

λ
∑

µ=−λ

f (lm|sλµ)Y
(m)
l (ĉ)G(sλ)

µ n(r, t). (1)

The coefficients f (lm|sλµ) are functions of the speed c and are obtained by
the expansion

f (lm|sλµ) = ω (Tb, c)

∞
∑

ν=0

F (νlm|sλµ)Rνl (Tb, c) , (2)

where ω (Tb, c) is a Maxwellian distribution at a temperature Tb. Tb is not
equal to the neutral gas temperature and serves as an adjustable parame-
ter to optimize the convergence. Rνl are related to a Sonnine polynomial
of order (ν, l) while the coefficients F (νlm|sλµ) are the so-called moments
that are relatively simply related to transport coefficients. The classical two
term approximation (TTA) for solving the Boltzmann equation covers only
the range in l of 0 and 1, which is not sufficient for good accuracy in noble-
gas metal-vapors. Using the above decomposition of f (1), the Boltzmann
equation is converted to a hierarchy of doubly infinite set of coupled alge-
braic equations for the moments. The resulting coefficient matrix is sparse
and direct numerical inversion procedure is used to calculate the moments.

3.RESULTS AND DISCUSSIONS

The transport coefficients shown below are functions of E/n0 and
are expressed using the unit townsend (1 Td= 10−21Vm−1). In this work
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we will cover a range of E/n0 up to 1000 Td. The temperature of Hg vapor
is varied between 0 and 8000 K. The internal states are assumed to be
governed by a Maxwell-Boltzmann distribution which essentially places all
metal-vapor atoms in the ground state for the temperatures considered. The
effects of dimmers are not included. Cross sections for electron scattering
in Na, K and Cs are taken from [4] while for Hg and Mg are taken from the
Lxcat database [5].

In figure 1 (a) we show the variation of the mean energy with E/n0

and gas temperature T , for electrons in Hg vapor. For lower E/n0 the mean
energy is different for different gas temperatures and only for T = 8000 K
the electrons are in thermal equilibrium with the Hg vapor. This means that
the electron velocity distribution is approximately thermal-Maxwellian. For
increasing E/n0 the effects of the gas temperature are less pronounced; the
electron velocity distribution is non-equilibrium and non-Maxwellian though
transport properties are still dependent on T . In the limit of higher E/n0,
the electron swarm is far from thermal-equilibrium and the influence of the
Hg vapor temperature can be neglected.
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Figure 1. (a) Variation of the mean energy with E/n0 and gas temperature
T for electrons in Hg vapor. (b) Percentage difference between the two term
and multi term results for various transport properties. The gas temperature
is set to 293 K.

In figure 1 (b) we illustrate the errors associated with the TTA for
solving the Boltzmann equation for electrons in Hg vapor. We observe that
increasing E/n0 deteriorates the accuracy of the TTA. For the chosen set of
conditions, the mean energy and drift velocity have the errors of the order
of 5% while the errors of the diffusion coefficients are much higher and are
of the order of 50 %.

Figure 2 (a) shows the variation of the mean energy and drift ve-
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locity with E/n0 for electrons in various metal-vapors. For lower E/n0, we
observe that the electrons are in thermal-equilibrium only with the K-vapor.
The properties of the cross sections are reflected in the profiles of the mean
energies. When elastic collisions are dominant, the mean energy grows very
fast. Much slower rise of the mean energy is a consequence of the large
energy loss of the electrons as the inelastic channels become important. Ex-
cept for very low E/n0 the mean energy in Hg vapor dominates the mean
energies of electrons in other vapors.

From figure 2 (b) we see that for E/n0 ≥ 6 Td the drift velocity in
Hg vapor dominates the drift velocities of electrons in other vapors. This
suggests that plasma electrical conductivity will be the highest for Hg vapor.
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Figure 2. Variation of the mean energy (a) and drift velocity (b) with E/n0

for electrons in metal-vapors. The gas temperature is T = 298 K.
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81, 046403 (2010).

[4] Al-Amin S A J, Lucas J, J. Phys. D: Appl. Phys. 21, 1261 (1988).

[5] http://fr.lxcat.net/home/

27th SPIG Atomic Collision Processes 

129



 

 

 

     

 

 

 

 

 

 

 

 

 

  

January 19th— January 23th 2014 | Bohinjska Bistrica, Slovenia (EU) 

 
 

 
 

PROCEEDINGS 



 

 

 

 

 

 

9th EU-Japan Joint Symposium on Plasma 

Processing (JSPP2014) and 

EU COST MP1101 Workshop on 

Atmospheric Plasma Processes and 

Sources 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

January 19
th

 — January 23
th

 2014, Bohinjska Bistrica, Slovenia 
  



Poster session 

P-01 
Simulation of Resistive Plate Chambers 

using Monte Carlo technique 

D. Bošnjaković, Z.Lj. 

Petrović and S. Dujko 

P-02 
High order fluid model for negative planar 

streamer fronts in rare gases 

S. Dujko, A. 

Markosyan and U. 

Ebert 

P-03 
Self-arrangement of phospholipids under 

plasma conditions 

Kristina Eleršič, Uroš 

Cvelbar, Miran 

Mozetič 

P-04 
Effects of cold atmospheric pressure plasma 

on primary human fibroblasts 

J. Filipović, A. 

Valenta-Šobot, 

Andreja Leskovac, D. 

Maletić, N. Puač, G. 

Malović, S. Lazović, Z. 

Lj. Petrović, G. Joksić 

P-05 
Plasma induced DNA damage: comparison 

with the effects of ionizing radiation 

J. Filipović, A. 

Leskovac, S. Petrović, 

A. Valenta-Šobot, D. 

Maletić, N. Puač, G. 

Malović, S. Lazović, 

Z.Lj. Petrović, G. 

Joksić 

P-06 

Repair kinetics of DNA double strand breaks 

in human primary fibroblasts induced by a 

plasma needle 

D. Maletić, J. 

Filipović, A. Leskovac, 

N. Puač, G. Malović, 

S.Lazović, G. Joksić, 

Z. Lj. Petrović 

P-07 
Scattering cross sections and transport data 

for electrons in CF3I 

J. Mirić, S. Dujko  

and Z.Lj. Petrović 

P-08 

Oxygen plasma selective etching for the 

enhanced electrical insulation properties of 

polyphenol composites 

H. Puliyalil, M. 

Mozetič, U. Cvelbar 

Abstracts/poster-Bosnjakovic_et_al.pdf
Abstracts/poster-Bosnjakovic_et_al.pdf
Abstracts/poster-Dujko_et_al.pdf
Abstracts/poster-Dujko_et_al.pdf
Abstracts/poster-Elersic_et_al.pdf
Abstracts/poster-Elersic_et_al.pdf
Abstracts/poster-Filipovic_et_al.pdf
Abstracts/poster-Filipovic_et_al.pdf
Abstracts/poster-Filipovic_et_al2.pdf
Abstracts/poster-Filipovic_et_al2.pdf
Abstracts/poster-Maletic_et_al.pdf
Abstracts/poster-Maletic_et_al.pdf
Abstracts/poster-Maletic_et_al.pdf
Abstracts/poster-Miric_et_al.pdf
Abstracts/poster-Miric_et_al.pdf
Abstracts/poster-Puliyalil_et_al.pdf
Abstracts/poster-Puliyalil_et_al.pdf
Abstracts/poster-Puliyalil_et_al.pdf


   Slovenia, Jan 19th – 23th 2013 

1 

 

Scattering cross sections and transport data for 
electrons in CF3I 

J. Mirić, S. Dujko and Z.Lj. Petrović 

Institute of Physics, University of Belgrade, Pregrevica 118, 11080 
Belgrade, Serbia  

jasmina.miric@ipb.ac.rs 

The trifluoroiodomethane (CF3I) is a halofluorocarbon gas employed in the 
plasma etching of various materials. It also shows promise as a gaseous 
dielectric in the application of high-voltage power equipment. This is an 
environmentally friendly gas due to the following characteristics. First, C-I 
bond in this molecule is weak so can easily be broken by ultraviolet light 
which leads to a very short atmospheric lifetime (1.8 days). GWP (global 
warming potential) of CF3I is ultra low (0.4 times that of CO2) [1]. 
Second, this molecule has higher critical electric field (437 Td) [2] than 
SF6 and hence it meets the basic requirements for application to 
environmentally-benign power equipment. Despite the need for reliable 
swarm and cross section data, there have only been a few swarm 
measurements of transport data covering relatively narrow E/N range [2] 
and only one set of cross sections for electron scattering [3]. This work 
represents an attempt to overcome such lack of reliable collisional and 
transport data for CF3I.     
Cross sections for electron scattering are critical input data in modeling of 
plasma discharges. The compilation of the cross-sections from different 
sources, without their renormalization to fit the swarm parameters, is 
usually not sufficient. Starting from the existing set of cross sections for 
electrons in CF3I [3], we have employed a standard swarm procedure for 
the analysis of measured drift velocities and effective ionization 
coefficient.  
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In [3] the momentum transfer is composed of theoretical values up to 0.5 
eV by Christophorou [4] while in the energy range between 1.5 and 60 eV 
the numerical integration of the differential cross sections of Kitajima [5] 
was performed. For higher energies the momentum transfer cross section is 
found as a sum of individual cross sections for momentum transfer of 
constituent atoms [6, 7]. The attachment cross section suggested by 
Christophorou [4] was included and six vibrational modes of CF3I by 
Shimanouchi [8] were grouped into three. The total ionization cross section 
is given as a sum of experimentally determined partial ionization cross 
sections [9]. Finally, in the same set of cross sections there are five cross 
sections for electronic excitations (and possibly neutral dissociation) 
whose magnitudes were decided by considering the relative loss peak 
height of Kitajima [5]. Using a two-term Boltzmann code, the calculated 
transport coefficients (drift velocity under the time-of-flight conditions and 
rate coefficients for ionization and attachment obtained under the steady-
state Townsend conditions) were compared with the corresponding 
experimental data and in figure 1(a) we show the final set of cross sections 
developed by Kimura and Nakamura [3]. This is the initial set of cross 
sections used in this work.  
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Figure 1. Cross section sets for electron scattering of CF3I: (a) from Kimura and 
Nakamura's work [3], (b) from this work (solid curves - our final and dashed curves - 

our initial set of cross sections).  
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The first step in our work was calculation of transport data based on the 
cross sections developed in [3]. Calculations of transport coefficients were 
performed by Bolsig+ [10] and our Monte Carlo simulation code and the 
results for the drift velocity and rate coefficients for attachment and 
ionization were compared with the available experimental measurements. 
The disagreement between these two sets of data was an indication of 
some internal inconsistencies within the set of cross sections developed by 
Kimura and Nakamura [3].  
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Figure 2. Comparison of our calculated and experimentally measured transport 

coefficients presented [2,3]: (a) ionization and attachment rates, and (b) drift velocity. 
 

In this work the cross-sections were extended in energy up to 1000 eV so 
that calculated data may cover the region between a few Td and few 
thousands of Td. This is of great importance having in mind the high 
critical field of CF3I. The logarithmic extrapolation was used for electronic 
excitation with the lowest threshold and for all vibrational excitations as 
well as for the electron attachment. The Born-Bethe approximation was 
used to extrapolate the cross sections for momentum transfer in elastic 
collisions and for the cross sections for electronic excitation. The cross 
section for ionization was modified as follows: in the energy range up to 
45 eV we have used the cross section from [3] while for higher energies 
than 45 eV we have included the theoretically calculated cross section 
developed by Anthony [11]. Using the data suggested by Christophorou 
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[4], the cross section for attachment between 0.5 and 3 eV was 
reconstructed. 
Cross section for momentum transfer in elastic collisions in the energy 
region between 4 and 20 eV was modified together with the cross section 
for vibrational excitation with the highest threshold in order to fit the drift 
velocity from experimental measurements of Kimura and Nakamura [3]. 
The ionization coefficient was fitted through the modification of cross 
sections for electronic excitations having in mind the large uncertainties 
associated with the magnitudes of these cross sections. Our cross sections 
for electron scattering in CF3I are shown in figure 1(b). This set of cross 
sections provides much better agreement between theoretically calculated 
and experimentally measured swarm transport data as shown in figure 2.  
In this work the cross section set for electron-CF3I collisions was 
developed on the basis of the cross sections developed by Kimura and 
Nakamura [3]. Further improvements of the present set will be made by 
considering the transport data in the mixtures of CF3I with Ar, Xe and N2.  
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8:30AM BM21.00001: Principles and some progress in floating probe method (FPM) for process plasma diagnostics and
monitoring [Invited]   CHINWOOK CHUNG (Presenter), Hanyang Univ, HYUNDONG EO, MOO-YOUNG LEE, HO WON LEE, Hanyang
University — Floating probe method (FPM) applicable to process plasma has recently been developed. Recent progress and variant
methods based on these FPM are introduced. A method of measuring plasma wirelessly by modifying the FPM has been developed,
and plasma densities and electron temperatures were measured considering the deposition of the probe surface. This technique will
be applicable to process plasma diagnosis and monitoring.

9:15AM BM21.00002: Pushing the boundaries of established plasma diagnostics* [Invited]   PETER BRUGGEMAN (Presenter),
University of Minnesota — While low temperature atmospheric pressure plasma diagnostics have been extensively studied in the last
decades, there remains a strong need for improved diagnostics to increase our understanding of the underlying plasma processes
particularly of emerging applications. The interpretation of plasma diagnostics poses often challenges due the distinctive non-
equilibrium properties of atmospheric pressure plasmas in combination with their high collisional nature. This is further enhanced
by spatial gradients down to micrometer length scale, transient behavior down to nanosecond timescales and challenging operation
conditions required for some applications. 

 The presentation will summarize the state of the art of well-established diagnostics for atmospheric pressure plasmas including
Thomson scattering, laser induced fluorescence, broad band absorption spectroscopy and mass spectrometry. We will highlight
some examples that illustrate the capability to advance these diagnostics by enabling a more convenient implementation approach,
a broader detection range of species and the investigation of more challenging plasma conditions.

*This work was partially supported by the US Department of Energy, Office of Science, Office of Fusion Energy Sciences, General
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GT61.00027: Relationship between photon energy and current induced by photo-excited desolvation of hydrated electrons
in atmospheric-pressure dc glow discharge*   YOSHINOBU INAGAKI (Presenter), KOICHI SASAKI, Hokkaido University — Hydrated
electrons are generated by plasma-liquid interaction. However, there have been limited reports on the detection of hydrated
electrons in liquids interacting with plasmas. The difficulty is caused by the fact that hydrated electrons generated by the plasma
irradiation are localized in a narrow region with a thickness of several nanometers below the plasma-liquid interface. To overcome
the difficulty, we have developed a method to detect hydrated electrons in the interfacial region. Hydrated electrons in the interfacial
region are converted to free electrons when they are irradiated with laser beam having a photon energy exceeding the desolvation
energy. Free electrons produced by the desolvation are ejected into the gas phase. 

In a previous work, we used an atmospheric-pressure helium dc glow discharge with a liquid electrode, and observed the pulsed
increase in the discharge current when the liquid electrode was irradiated with a Nd:YAG laser pulse. In this experiment, we used a
dye laser to examine the relationship between the increase in the discharge current and the photon energy. In addition, we
estimated the depth profile of hydrated electron density with the help of a numerical simulation on the collisional transport process
of free electrons in water.

*This work was supported by JSPS KAKENHI (21J11632 and 20H00135).

GT61.00028: Effects of Physiological Saline Solution Treated by Ar Dielectric Barrier Discharge on Proliferation of Jurkat Cell
 *   EIJI OYAMA (Presenter), AKHIRO SHIRAI, Tokushima University, TADAHIKO NAKAGAWA, The University of Shimane, MASAHIRO SOGABE,
TOSHIYA OKAHISA, KENJI TERANISHI, Tokushima University — Recently, applications of discharge plasma to medical fields have been
actively studied by many research groups [1]. The authors have conducted fundamental study aiming to apply the discharge plasma
to a therapy for autoimmune disease [2]. The present study investigated the effect of the physiological saline solution treated by
argon dielectric barrier discharge (DBD) on Jurkat cells. The plasma-treated saline (PTS) solution was prepared by exposing
physiological saline solution to the DBD generated by feeding 1-L/min argon for 15 minutes. Jurkat (RCB0806) cells were exposed to
the PTS for 30 minutes and then incubated for 30 hours. The number of viable and non-viable cells were evaluated at the several
time points of incubation using Trypan blue staining method. In the case of Jurkat cells unexposed to any solutions and plasma, the
viable cell number was increased favorably during the 30-hours incubation while the non-viable cells were maintained almost
constant in small numbers. These results also led to the favorable increase of the total cell number. In contrast, in the case of Jurkat
cells exposed to the PTS, the number of viable and non-viable cells were respectively decreased and increased with incubation time,
resulted in the slight decrease in the total cell number. From these results, it was found that the PTS inhibits the cellular proliferation
of Jurkat cells and promotes the cell death. We are now conducting apoptosis detections by a flow cytometry to investigate further
the cell death of Jurkat cells.

*This work was supported by JSPS KAKENHI Grant Number JP 21K04003.

GT61.00029: Electron transport and negative streamers in indium vapor*   SASA DUJKO (Presenter), JASMINA ATIĆ, DANKO
BOŠNJAKOVIĆ, Institute of Physics Belgrade, University of Belgrade, Serbia, RONALD WHITE, PETER STOKES, College of Science and
Engineering, James Cook University, Australia, LAURENCE CAMPBELL, MICHAEL BRUNGER, College of Science and Engineering, Flinders
University, Australia — We investigate the transport of electrons and propagation of negative ionization fronts in indium vapor.
Electron swarm transport coefficients are calculated using a numerical multi term solution of Boltzmann’s equation and a Monte
Carlo simulation technique over a range of the reduced electric fields and the indium vapor temperatures. As many indium atoms
are in the first (5s25p) 2P3/2 metastable state at vapor temperatures of a few thousands of Kelvin, the presence of thermal motion of
the host gas atoms and superelastic collisions are carefully considered and implemented in our codes. We observed a significant
sensitivity of the spatial relaxation of the electrons under non-hydrodynamic conditions in the steady-state Townsend experiment,
with respect to the indium vapor temperature and the initial conditions used to release electrons from the cathode. In order to
simulate the inception and propagation of negative ionization fronts in indium vapor, we here apply the classical fluid model, which
is based on the drift-diffusion approximation, the local field approximation and Poisson's equation. This model is implemented
numerically in 1D and 1.5D configurations without photoionization. Among many important points, we found tthat he transition
from an avalanche into a negative ionization front occurs faster with increasing indium vapor temperature, due to enhanced
ionization and more efficient production of electrons at higher vapor temperatures.

*This work was supported by the Ministry of Education, Science and Technological Development of the Republic of Serbia, and the
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Cross Sections for Scattering of Electrons on Tetrafluoropropene 
HFO1234ze Obtained from the Swarm Data 
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Tetrafluoropropene (HFO1234ze, C3H2F4) is a newly synthesized hydrofluoroolefine gas that 
due to its favorable properties has been considered for application as a gaseous dielectric and 
as a coolant. The transport data have been measured by de Urquijo and coworkers and by Franck 
and coworkers [1]. In both cases pulsed Townsend experiments were used and in both cases, 
preliminary data for fitting were drift velocities and effective ionisation coefficients (combina-
tion of ionization and attachment). We have tried to fit both sets of data for the pure gas and its 
mixtures with argon and nitrogen as measured by de Urquijo and coworkers. A two-term code 
has been used for numerous iterations and in the final stage Monte Carlo code [2] has been 
applied to obtain accurate and well defined transport coefficients. 

Starting from an initial set of cross 
sections taken from a similar gas (in this 
case octafluoropropane [3]) the set of 
cross sections shown in Figure 1 was 
achieved. Due to lack of information on 
the energy losses in the moderate energy 
range, the inelastic cross sections should 
be regarded as effective (i.e., each one 
may represent more than one process, or 
may bear a contribution from processes  
other than one effective cross section).  

The critical reduced electric field of 
HFO1234ze is substantially lower than 
that of SF6 because of low attachment 
cross sections. Thus, because of its 
boiling point of -19°C pressurized gas 
mixtures with buffer gases such as N2 or 
CO2 may be considered for dielectric 
application [4]. 
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TRANSPORT OF CHARGED PARTICLE SWARMS AS A BASIS FOR PLASMA 

MODELS 
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Non-equilibrium, collision-dominated discharges represent a combination of the two quite dif-

ferent phenomenological foundations. The first is the collisions and transport of particles (most 

importantly electrons). In the zero space charge limit, this phenomenology is represented by 

the physics of swarms and by transport equations. The second foundation is a hierarchy of 

space charge associated effects from the field shielding all the way to the strong Coulomb cou-

pling. These effects are negligible in the swarm realm and dominate in the region of high de-

gree of ionization to such a degree that the identity of collisional targets becomes unimportant.  

The collisions and transport enter the physics of non-equilibrium plasmas through transport 

equations of different forms, most importantly through Boltzmann equation and transport coef-

ficients, through fluid equations and also in kinetic models representation of collisions pro-

ceeds through swarm normalized cross section data sets. These sets have to have completeness 

in representation of momentum, energy and number balances rather than details in the shape. If 

such a condition is met, then one may expect the energy distribution functions (EDF) to be 

predicted accurately. A powerful alternative to the Boltzmann equation would be to employ a 

Monte Carlo simulation (MCS) which suffers no limitations in accuracy for swarm conditions. 

Most importantly, MCS allows implementation of measured numerical boundary processes in a 

direct, easily interpreted way, rather than by mathematical boundary conditions. Swarm models 

are an accurate representation of a wide range of ionized gases, for example corona discharges, 

Townsend discharge, gaseous dielectrics and a wide range of particle detectors. 

The theoretical foundation of non-equilibrium plasmas in fluid or hybrid models is another way 

of representing the flow of charged particles that is driven by external or local fields and by 

collisions. These equations allow us to produce spatial distributions of charges and calculate 

the effective local fields mostly representing space charge effects such as shielding and double 

layers. A direct effect of Coulomb interaction on electron EDF has to be introduced directly in 

the kinetic equations and it is one of the open issues in modeling. Non-hydrodynamic transport 

in strong fields due to sheaths leads to strongly non-local effects that cannot be easily calculat-

ed by the fluid models. Some corrections may be provided through the relaxation continuum 

model or by using higher-order transport in fluid equations based on higher-order transport co-

efficients. In such circumstances, however, kinetic models are the best option, again with the 

swarm derived cross sections. 
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Transport coefficients and scattering cross sections for electrons in CF3I 

J. Mirić 1, D. Bošnjaković, Z. Lj. Petrović and S. Dujko 2 

 Institute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia 

Synopsis Scattering cross sections for electrons in CF3I are developed using the swarm method. Drift velocity, 
effective ionization coefficient and diffusion coefficients are calculated using a Monte Carlo simulation tech-
nique and from solution of the non-conservative Boltzmann equation. Transport coefficients are also calculated 
in radio-frequency (rf) electric and magnetic fields and a multitude of phenomena induced by temporal non-
locality is observed. We systematically study the origin and mechanisms for such phenomena and physical im-
plications which arise from their explicit inclusion into plasma models. 

     Tetrafluoroiodomethane (CF3I) is a pro-
cessing gas employed for plasma etching of var-
ious materials. Due to its short atmospheric life-
time (1.8 days), low GWP (0.4 times than of 
CO2) and high critical electric field ((E/n0)crit = 
437 Td; 1 Td =10-21 Vm2), CF3I could be used 
as a high voltage insulator instead of SF6 (at-
mospheric lifetime = 3200 years, GWP = 
22800, (E/n0)crit = 361 Td), both on its own and 
mixed with N2 and CO2.   

Transport coefficients for electrons in pure 
CF3I and its mixture with Ar, Xe, N2 and SF6 
are calculated for a set of cross-sections which 
was based on the work of Kimura and Nakamu-
ra [1] but which was modified to improve 
agreement between the calculated swarm pa-
rameters and the experimental values. As an 
illustrative example, in figure 1 we show the 
variation of the drift velocity with the reduced 
electric field E/n0 before (a) and after the modi-
fication (b) of cross sections. After modification 
of cross sections the calculated values of drift 
velocity agree much better with those measured 
in experiments [2].  

As CF3I has a huge cross section for dissoci-
ative attachment, special attention is paid upon 
the implementation of procedure for compensa-
tion of electrons for losses due to strong elec-
tron attachment in our Monte Carlo code. In this 
presentation, we will discuss the following two 
procedures: (1) addition of new electrons by 
uniform scaling of the electron swarm at time 
instants when number of electrons reaches a 
certain threshold; and (2) introduction of a ficti-
tious ionization channel/process with constant 
collision frequency (chosen to be approximately 
equal to the attachment rate). 

The next issue is the electron transport in 
time-varying electric and magnetic fields. Cal-
culations are performed for the radio-frequency 
fields having in mind applications in plasma 
processing technology. Among many important 

phenomena, we have observed the periodic 
structures in the absorbed power versus ampli-
tude of the applied rf magnetic field curve 
which have a physical origin similar to the os-
cillatory phenomena observed for collisionless 
electron motion.  
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Figure 1. Drift velocity for electrons in CF3I calcu-
lated from (a) our initial set and (b) our final set of 
cross sections. Results are compared with experi-
mental data.   
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Rescaling procedures for Monte Carlo simulations of 
electron transport in strong electronegative gases 

D. Bošnjaković, J. Mirić, Z.Lj. Petrović and S. Dujko 

Institute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia 

dbosnjak@ipb.ac.rs 

Electron attachment often imposes practical difficulties in Monte Carlo (MC) simulations of electron 
transport in strong electronegative gases at low electric field strengths. If the attachment rate is too 
high, the entire electron swarm can be consumed before steady state is achieved. In such extreme cases 
the transport data cannot be calculated. An obvious solution would be to use a very large number of 
initial electrons. However, in order to obtain the results with reasonable statistical accuracy, this would 
usually require computing resources which are beyond practical limits. 

In order to address this issue in an optimal fashion, two distinctive procedures for electron 
compensation were proposed. The first one, which we refer to as discrete rescaling, is based on 
duplication of electrons randomly chosen from the remaining swarm at certain discrete time instants 
[1]. The other one we refer to as continuous rescaling introduces a fictitious ionization process with 
constant collision frequency chosen to be roughly equal to the attachment rate [2]. Both of these 
procedures were devised with the aim not to alter the electron distribution function and its evolution. 
However, it can be shown theoretically that only continuous rescaling meets this requirement [2]. 

In this work, we investigate the effects of MC rescaling procedures on the electron transport in 
CF3I and SF6 gases. Additionally, we propose a new implementation of continuous rescaling 
procedure which does not require the fictitious ionization rate to be defined a priori. Transport data is 
calculated using our electron impact cross sections for CF3I [3] and a cross section set for SF6 
developed by Itoh et al. (1993). The results show that in case of CF3I the transport parameters obtained 
using these two rescaling procedures can differ as much as 30% for the flux drift velocity or the 
attachment rate. Figure 1 shows the calculated flux drift velocity for CF3I over a range of reduced 
electric field strengths. The results calculated using two term approximation for solving Boltzmann 
equation (BE TTA), are also shown for comparison.   

Figure 1. Flux drift velocity for CF3I calculated 
over a range of reduced electric field strengths 
using two different MC rescaling procedures. 
Values obtained using two term approximation 
for solving Boltzmann equation are also shown 
(BE TTA). 
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SCATTERING CROSS SECTIONS AND  

ELECTRON TRANSPORT COEFFICIENTS  
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Electron transport coefficients and rate coefficients in pure 

CF3I and its mixtures with Ar, Xe, N2 and SF6 have been 

calculated for a set of cross-sections which was based on the 

work of Kimura and Nakamura [1] but which was modified 

to improve agreement between the calculated swarm 

parameters and the experimental values. Electron drift 

velocity, effective ionization coefficient and diffusion 

coefficients are calculated using a Monte Carlo simulation 

technique and from solution of the non-conservative 

Boltzmann equation [2]. Calculated data for pure CF3I and its 

mixtures with Ar, Xe, N2 and SF6 are compared with those 

measured under both time-of-flight (TOF) and pulsed-

Townsend (PT) conditions. We note the existence of negative 

differential conductivity (NDC) in the profile of the bulk drift 

velocity with no signs of the same phenomenon in the profile 

of flux drift velocity. We systematically study the origin and 

mechanisms for such phenomena as well as the possible 

physical implications which arise from their explicit 

inclusion into plasma models. Spatially-resolved electron 

transport properties are calculated using a Monte Carlo 

simulation technique in order to understand these phenomena. 

Special attention is paid upon the implementation of 

procedure for compensation of electrons for losses due to 

strong electron attachment in our Monte Carlo code.  

 

The Monte Carlo method is used to analyze the behavior of 

electron transport coefficients in radio-frequency electric 

field in pure CF3I. Among many interesting kinetic 

phenomena, we observe the time-resolved NDC and 

anomalous anisotropic behavior of the longitudinal diffusion 

coefficient. We explore the validity of the quasi-static 

approximation for lower field frequencies and effective field 

approximation for higher frequency for electrons in CF3I.     
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