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Abstract: The strongest X-class solar flare (SF) event in 24th solar cycle, X9.3, occurred on 6 Septem-
ber 2017, accompanied by earthward-directed coronal mass ejections (CMEs). Such space weather
episodes are known to cause various threats to human activities ranging from radio communication
and navigation disturbances including wave blackout to producing geomagnetic storms of different
intensities. In this study, SFs’ ionospheric impacts and effects of accompanied heliospheric distur-
bances on primary cosmic rays (CR) are investigated. This work offers the first detailed investigation
of characteristics of these extreme events since they were inspected both from the perspective of their
electromagnetic nature, through very low frequency (VLF) radio waves, and their corpuscular nature
of CR by multi-instrumental approach. Aside data recorded by Belgrade VLF and CR stations, data
from GOES and SOHO space probes were used for modeling and analysis. Conducted numerical
simulations revealed a significant change of ionospheric parameters (sharpness and effective reflec-
tion height) and few orders of magnitude increase of electron density. We compared our findings
with those existing in the literature regarding the ionospheric response and corresponding param-
eters. In addition, Forbush decrease (FD) magnitude, corrected for magnetospheric effect, derived
from measurements, and one predicted from power exponents used to parametrize the shape of
energetic proton fluence spectra at L1 were compared and found to be in good agreement. Presented
findings could be useful for investigation of atmospheric plasma properties, particles’ modeling, and
prediction of extreme weather impacts on human activities.

Keywords: solar flares; coronal mass ejections; atmospheric ionization; sudden ionospheric disturbances;
ionospheric parameters; solar energetic particles; secondary cosmic ray flux; Forbush decreases

1. Introduction

As an important aspect of space weather applications, ionospheric responses to intense
solar flares (SFs) and coronal mass ejections (CMEs) have been investigated for several
decades [1–3]. Short in duration but huge explosive events on the Sun release high-energy
particles and intense broad range radiation influencing the state of the Earth’s upper
atmosphere. While enhanced EUV radiation disturbs E and F regions of the ionosphere,
during solar flares, X-ray radiation can increase by several orders of magnitude and cause
an extra ionization within the ionospheric D-layer [4,5]. The increase in the rate of change
of atmospheric ionization depends on both the flare class and the rate of change in flare
radiations [6]. For the investigation of D-region behavior, radio wave measurements at
very low and low frequencies (VLF-LF) are widely used [7–9]. SFs have a direct radio
wave interference effect on Global Navigation Satellite System (GNSS) transmission and
other radio systems [10–12]. High-frequency (HF) radio wave blackout and magnetic field
variation have also been documented and studied [11,13].

Solar activity can produce extreme phenomena which are more likely around the
maximum of the 11-year cycle. One such type of events are SFs that are, in most cases,
followed by CMEs [14]. CME releases a large-scale flux of charged particles from solar
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corona with an accompanying embedded magnetic field. This additional flux of charged
particles emerging in interplanetary space is defined as interplanetary coronal mass ejection
(ICME). When propagating with speed greater than magnetosonic wave speed (in solar
wind reference frame), ICME can form a shock due to interaction with ambient solar wind.
In situ measurements of the environment performed by space probes at different locations
in the heliosphere can provide information about various solar weather parameters. They
also include direct measurements of fast-moving energetic particles that can be in temporal
correlation with CMEs and SFs [15]. These particles can originate from the Sun, in which
case they are called solar energetic particles (SEPs) or can be accelerated locally by an ICME
related shock when they are referred to as energetic storm particles (ESPs). Several space
probes placed at Lagrange point 1 (L1) between the Sun and the Earth constantly monitor
this flux, in addition to a number of probes at Earth’s vicinity and elsewhere throughout
the heliosphere [16]. Enhancement of interplanetary magnetic field (IMF) creates additional
modulation of cosmic ray (CR) and can lead to one of the transient phenomena, Forbush
decrease (FD). FD is a rapid depression of measured CR flux (typically occurring within
a day), followed by a gradual recovery that can last for several days [17]. Correlation
between FD parameters (magnitude of decrease, duration, time evolution) and various
parameters of solar wind plasma have been studied in the past [18–20].

Extreme space weather events can have severe impacts on wide areas of human
activities. Historically, such events are not very frequent, but the probability of their
occurrence over the next decade is not negligible (i.e., for geomagnetic storms, it has
been estimated to be about 12% [21]). Extreme events can cause significant damage to
sensitive satellite components and increase absorbed radiation dose in space, which can
pose a serious health hazard to astronauts. Energetic particle flux during extreme solar
activity events is studied and different models of the space environment are proposed for
forecasting schemes. Even though many studies have been carried out, still, only limited
information is available on an approximate assessment of the direct impact such events
can have on technological infrastructure and what the indirect associated expenses would
be [22].

Study of ionospheric reaction to SFs is currently very relevant research, given the
prospect of improving the capacity and reliability of anticipating space weather distur-
bances, which might affect the performance of a wide range of space-borne and ground-
based technological systems and pose a danger to human health and safety [23,24].

The 24th solar cycle began in December 2008 and although approaching the solar
minimum and the low solar activity, several strong SFs occurred in September 2017, in-
cluding the X9.3 class flare, the strongest one in that cycle [25,26]. A lot of studies have
been published analyzing different aspects of these extreme weather events. The SF effect
on the chemical structure of the upper and middle atmosphere is reported in [27]. In the
study presented in [28], the analysis of total electron content (TEC) and rate of change of
TEC index to probe the storm-time ionospheric TEC irregularities in the Indian longitude
sector during the space weather events of 6–10 September 2017 was presented. During
the flares, the total radio fade-out in the range of 30 to 90 min at the Hermanus and Sao
Luis ionosondes is reported [29]. It is also observed that SFs’ effects on the ionosphere last
longer than the effects on the Earth’s magnetic field [30]. The effects of the strong X9.3 flare
of 6 September 2017, following its impact on the ionosphere and the resulting difficulties
for existing (e.g., precise positioning and GNSS navigation support services) and future
technologies (e.g., autonomous car navigation) have been analyzed [10].

In this paper, X-class SFs of 6 September 2017 ionospheric impacts and the effects
of accompanied heliospheric disturbances on primary cosmic rays are investigated. The
atmospheric D-region parameters and electron density are obtained and analyzed along
with various heliospheric parameters (associated with the accompanying ICME) measured
in-situ at L1, as well as flux of secondary cosmic ray muons measured on the ground and
shallow-underground levels. Since all empirical models are based upon data obtained
through numerous studies, such as International Reference Ionosphere model [31], each
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case study of extreme weather events is of great significance, not only for the atmospheric
plasma properties investigations, but also for the particles’ modeling procedures. With
that goal, modulation of ionosphere and CR flux by intense X-class SF events was inves-
tigated through a multi-instrumental approach, by employing space- and ground-based
observations on one hand, and by conducting proposed numerical simulations on the other
hand, using both original VLF and CR measurements (from the same location in Belgrade)
as well as data and results from other observing stations worldwide. Through extensive
comparison, noticed agreements and disagreements between results are highlighted as well.

2. Materials and Methods

Galactic cosmic rays interact with interplanetary magnetic fields as they traverse our
solar system. IMF is a solar magnetic field carried by the solar wind, a stream of charged
particles propagating outward from the Sun. Interaction of CRs with IMF modulates
CR flux as is also evident from measurements of CR flux intensity with Earth-based CR
detectors [32]. Galactic cosmic rays, upon reaching Earth, interact with atmospheric atoms
and molecule nuclei, generating a shower of secondary particles. Secondary CRs vertical
flux, at the bottom of the atmosphere (at atmospheric depth 1000 gcm−2), for particles’
energies larger than 1GeV, is composed mainly of muons (≈90 m−2s−1sr−1), protons and
neutrons (≈2 m−2s−1sr−1), electrons and positrons (≈0.2 m−2s−1sr−1), and charged pions
(≈0.04 m−2s−1sr−1) as well as neutrinos [33]. Observation of these secondary CRs can be
conducted in the atmosphere, on the ground or even underground, detecting one or several
different types of produced particles. A worldwide network of neutron monitors (NM) and
ground detectors that detect hadronic components of secondary CRs have been in use for
decades. NMs are sensitive to primary CRs with energies of about 0.5–20 GeV. Another
type of widely used Earth-based CR detectors are muon monitors, focused on detecting
the muon component of secondary CRs. Muon monitors are sensitive to higher energies of
primary CRs, thus complementing NMs measurements [34].

Belgrade CRs station is a part of the Low-background Laboratory for Nuclear Physics
(LBLNP) at the Institute of Physics Belgrade (IPB), Serbia. It has two identical detector
set-ups placed on two different levels, one on ground level (GLL) and the other in shallow-
underground (UL). Underground level is situated below 12 m of loess overburden (25-m
water equivalent). This setup allows for monitoring of secondary CR’s muons flux that
originates from two different energy ranges under the same environmental conditions (such
as geomagnetic location, atmospheric parameters, experimental setup). Altitude of the
station is 78 m above sea level, with a geomagnetic latitude of 39◦32′N. Relation between the
measured count rate of these energy-integrating detectors with flux of primary CRs at the
top of the atmosphere was found using a calculated detector yield function. Additionally,
due to the sensitivity of secondary muons to varying properties of the atmosphere, which
acts as a moderator, correction of measured flux for atmospheric pressure and variation of
temperature throughout the whole atmospheric column from the top of the atmosphere to
the ground is needed. Details of the detector systems and response function of Belgrade CR
station acquired using Monte Carlo simulation of CR transport, along with the description
and results of atmospheric and efficiency corrections are presented in [35,36].

For inspection of the Earth’s lower ionospheric response to intense solar activity
during events of energetic solar outbursts (such as SFs and CMEs) during the descending
branch of the 24th solar cycle, as in September 2017, VLF radio signal registrations from
Belgrade’s (BEL; 44.85◦N, 20.38◦E) Absolute Phase and Amplitude Logger (AbsPAL) station
database were used. This system is a part of the Laboratory for Astrophysics and Physics
of Ionosphere at the IPB, Serbia. Numerical simulations conducted in this paper rely
on application of the well known and widely exploited technique of Long Wavelength
Propagation Capability (LWPC) software [37] utilization on one hand, based on hop wave
theory and the ionospheric exponential model [38,39], and on the FlarED’ Method and
Approximate Analytic Expression application [5,40] on the other hand: the novel approach
based on retrieving ionospheric parameters directly from solar X-ray radiation spectral
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components of soft range. Here, novel approach is applied on two cases of SF events within
the strongest X-class (the weaker X2.2 and stronger X9.3), making the validation of the
proposed approximate method firmly applicable and reliable across the entire X-class range,
in addition to some previous recent research all regarding cases of weaker X-class SFs from
the lower section of X-class range [5,8,40]. The methodology used relies on simultaneous
monitoring of several VLF signals during regular and irregular ionospheric conditions, both
for amplitude and phase, and obtaining properties of perturbations directly from observed
recorded VLF data, by signal values’ comparison between unperturbed and perturbed
states. The details are presented in Section 3.2 and Supplementary Material.

3. Results
3.1. Solar Energetic Particles and Secondary Cosmic Ray Flux during and after Intense SF Events

The strongest flare of solar cycle 24 (classified as X9.3) happened in early September 2017
during the declining phase of this solar cycle. Active region AR12673 [41] was the cause of
unusual and intensive solar activity. This region produced several more SFs around that time
with the most intense one occurring on 6 September 2017. The flare was closely followed
by a severe geomagnetic storm that began on 7 September. In total, four different possibly
related CMEs erupted within several days. The first of these was a halo CME that happened
on 4 September which, together with the second one, affected CR flux and produced an
intense Forbush decrease on 7 September. Magnitude of FD for 10 GV rigidity primary CR
corrected for magnetospheric effect (MM) [18] was −7.7% (quoted from IZMIRAN database
of FD parameters [42]).

Solar activity and the accompanying heliospheric disturbance during early September 2017
have been studied in detail in a number of published articles that indicate that successive CMEs
between 4–6 September produced complex transients. Complex interactions caused by the
passage of ICME are not so simple to model, one consequence being that it is not so straightfor-
ward to predict time of arrival of the disturbance on Earth [43]. However, in-situ measurements
by space probes at L1 can help in this regard. Based on data from Solar and Heliospheric
Observatory (SOHO)/Large Angle and Spectrometric Corona-graph (LASCO)/C2 [44] and
analysis given in [45], the first CME from AR12673 with a moderate speed of approximately
710 kms−1 appeared on 4 September followed by a much faster (approx. 1350 kms−1) second
CME. These two CMEs merged in lower solar corona into a single structure producing single
shock followed by a prolonged sheath region which was detected at L1 on 6 September. The
second shock arrived at L1 on 7 September as a result of CME that occurred on 6 September.
This CME had a high velocity of 1480 kms−1 and its eruption coincides with the X9.3 SF. This
shock was followed by a turbulent sheath region and a magnetic cloud. One repository where
such measurements can be found compiled in the form of low- and high-resolution OMNI
data can be found at GSFC/Space Physics Data Facility [46]. Low-resolution OMNI data (used
in this study) contains hourly values for various heliospheric and geomagnetic indices. One
of the probes that monitors variation of energetic proton flux at L1 is the ERNE instrument
onboard SOHO probe [47]. It consists of two separate particle detectors with complementing
detector energy ranges (for lower and higher particle energies) and provides energetic particle
flux measurements in 20 energy bins (ranging from 1.3 up to 130 MeV per nucleon) with a
time resolution of one hour (data are available at [48]). Apart from providing insight into
SF/CME/ICME induced disturbance in the heliosphere, measurements done by this instru-
ment could be useful for predicting the effects that these phenomena have on cosmic rays, as
some studies have shown [49]. Proton flux recorded during early September 2017 is showed in
Figure 1 and Figures S1 and S2 in Supplementary Material. As it is often difficult to determine
the acceleration mechanism related to violent events on the Sun (especially when accelerated
particles are detected near Earth), for the sake of simplicity, going forward, we will refer to both
solar energetic particles (accelerated near the Sun) and energetic storm particles (accelerated in
interplanetary space) as SEP.
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In order to determine SEP fluence related to heliospheric disturbances and FD events
during early September 2017, integration of SOHO/ERNE proton flux time series in sep-
arate energy channels is needed over the time period associated with a given FD event.
Determination of this time period during complex solar activity in September 2017 is not
simple or straightforward. Using procedures described in [36] that rely on the IZMIRAN
database, as well as neutron monitor data and data measured at Belgrade muon station, we
can determine optimal integration intervals more reliably.

Generally, SEP fluence spectrum exhibits a change of slope (sometimes referred to as a
“knee”). Several different models are proposed to describe this characteristic shape [50–52].
We chose to use the double power law proposed in [53] given by Equation (1):

f (E) =

{
E−aexp

(
− E

Ek

)
, E < (b− a)Ek

E−b[(b− a)Ek]
b−aexp(a− b), E > (b− a)Ek

(1)

where E is the particle energy, Ek is the “knee” energy (at which the break in the spec-
trum occurs), a and b are power exponents related to energy ranges below and above Ek,
respectively. Exponents a and b are determined by fitting the proton fluence spectrum
using Equation 1 and are used to parameterize its shape. Ek is set as a fixed parameter and
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is determined from the known dependence of “knee” energy on integral fluence. More
detailed description of the procedure can be found in [49]. The shape of fluence spectrum
and fitted double power law for the September event are shown in Figure 2. Obtained
values were −1.16 for exponent a and −2.5 for exponent b (taking 6.8 MeV as value for
“knee” energy).

Remote Sens. 2023, 15, x FOR PEER REVIEW 6 of 22 
 

 

Generally, SEP fluence spectrum exhibits a change of slope (sometimes referred to as 
a “knee”). Several different models are proposed to describe this characteristic shape 
[50–52]. We chose to use the double power law proposed in [53] given by Equation (1):  

𝑓(𝐸) = ቐ 𝐸ି௔𝑒𝑥𝑝(− 𝐸𝐸௞), 𝐸 < (𝑏 − 𝑎)𝐸௞𝐸ି௕ሾ(𝑏 − 𝑎)𝐸௞ሿ௕ି௔𝑒𝑥𝑝(𝑎 − 𝑏), 𝐸 > (𝑏 − 𝑎)𝐸௞ (1)

where E is the particle energy, Ek is the “knee” energy (at which the break in the spectrum 
occurs), a and b are power exponents related to energy ranges below and above Ek, re-
spectively. Exponents a and b are determined by fitting the proton fluence spectrum us-
ing Equation 1 and are used to parameterize its shape. Ek is set as a fixed parameter and is 
determined from the known dependence of “knee” energy on integral fluence. More de-
tailed description of the procedure can be found in [49]. The shape of fluence spectrum 
and fitted double power law for the September event are shown in Figure 2. Obtained 
values were −1.16 for exponent a and −2.5 for exponent b (taking 6.8 MeV as value for 
“knee” energy). 

Observed underestimate of fluence in higher energy channels can be explained by 
the assumption that there are contributions of low energy CR in these energy ranges that 
are suppressed with additional heliospheric disturbance and can be more pronounced for 
more extreme solar activity events. Additionally, this discrepancy between model and 
measured fluence can be due to saturation of high energy channels during events with 
greater SEP flux [54]. 

 
Figure 2. Fluence spectrum for energetic protons measured by SOHO/ERNE at L1 during FD in 
September 2017. Data points represent fluence integrated in different energy channels over time of 
duration of the event, while red line represents the fitted double power law. 

Contribution of these higher energy channels to integral flux is rather small and it 
does not significantly affect total flux, however, it does add to higher uncertainty of b, 
which is why this exponent is seldom used in analysis. Based on the established correla-
tion between a exponent and FD magnitude corrected for magnetospheric effect [49], an 
estimated value of 8.3% was obtained for MM, which is in reasonably good agreement 
with the value found in the IZMIRAN database. Large disturbances in the heliosphere in 
early September 2017 that cause large FD are part of a complex event that can lead to 
disturbance in the magnetosphere and primary CR flux variability, but also influence 
dynamic processes in the ionosphere. 

Figure 2. Fluence spectrum for energetic protons measured by SOHO/ERNE at L1 during FD in
September 2017. Data points represent fluence integrated in different energy channels over time of
duration of the event, while red line represents the fitted double power law.

Observed underestimate of fluence in higher energy channels can be explained by the
assumption that there are contributions of low energy CR in these energy ranges that are
suppressed with additional heliospheric disturbance and can be more pronounced for more
extreme solar activity events. Additionally, this discrepancy between model and measured
fluence can be due to saturation of high energy channels during events with greater SEP
flux [54].

Contribution of these higher energy channels to integral flux is rather small and it does
not significantly affect total flux, however, it does add to higher uncertainty of b, which is
why this exponent is seldom used in analysis. Based on the established correlation between
a exponent and FD magnitude corrected for magnetospheric effect [49], an estimated
value of 8.3% was obtained for MM, which is in reasonably good agreement with the
value found in the IZMIRAN database. Large disturbances in the heliosphere in early
September 2017 that cause large FD are part of a complex event that can lead to disturbance
in the magnetosphere and primary CR flux variability, but also influence dynamic processes
in the ionosphere.

3.2. Monitoring Low Altitude Mid-Latitude Ionosphere during intense SF events

Monitoring of the mid-latitude ionospheric D-region (50–90 km) from BEL station
during September 2017 were simultaneously conducted for all VLF signals recorded by
the AbsPAL system. Geographical position of BEL VLF system and the VLF transmitters
(GQD/22.10 kHz, Anthorn UK and TBB/26.70 kHz, Bafa Turkey) are given in Figure S3.
Both shown signals are of short great circle paths (GCPs) propagating mostly over land.
In general, the GQD signal arrives to Belgrade from the north, in NW-SE direction, with
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GCPGQD = 1982 km covering almost two time zones, while TBB signal arrives from the
south, in SE-NW direction, with GCPTBB = 1020 km covering one time zone (Table 1). Corre-
sponding incident solar X-ray flux data were obtained from the Geostationary Operational
Environmental Satellite (GOES) database [55].

Table 1. VLF transmitting sites.

Freq. (kHz) Country Latitude (◦) Longitude (◦) GCP (km) Prop. Path Direction

Transmitter:
GQD 22.10 UK 54.73 N 2.88 W 1982 NW to SE
TBB 26.70 Turkey 37.43 N 27.55 E 1020 SE to NW

We studied data from 6 September 2017 belonging to the descending branch of the
24th solar cycle, with the strongest SF event X9.3 reported during the last solar cycle and the
earth-directed CME which produced FD. September 2017 was the most active month during
2017, with a total of 99 SFs reported, of which there were 68 C, 27 M, and four X class events.
During 6 September 2017, there were seven SFs reported in total, of which there were two C,
three M, and two X-class SFs. Such intense solar activity significantly affected Earth’s lower
ionosphere, which can be clearly observed both as amplitude and phase perturbations on
sub-ionospheric propagating VLF signals and was documented on BEL AbsPAL recordings.
The two strongest SFs reported on 6 September 2017, i.e., X2.2 and X9.3—overall the
strongest SF from the last solar cycle, as observed on GQD and TBB signal traces, practically
occurred during the established stable daytime ionospheric conditions, when both traces
were entirely sunlit. BEL GQD data during the entire day of 6 September 2017, with the
accompanying incident solar X-ray flux from soft spectral range (0.1–0.8 nm) are given in
Figure S4. As the best representative quiet day, 3 September 2017 was chosen. As observed
on GQD signal, solar-induced sudden ionospheric disturbances (SIDs) are denoted by black
arrows accompanied with the time of each SF event’s occurrence in UT. Both amplitude and
phase perturbation follow the SF events’ evolution, with time delays corresponding to the
sluggishness of the ionosphere [56]. Oscillatory character of the perturbations characteristic
for GQD signal registered by BEL station, can still be recognized on the signal’s phase,
especially in the case of the weaker SF, while in the case of the amplitude, this feature is
no longer observable mostly due to inducing SF’s intensity [5,7,57–59]. Although these
two SF occurred back-to-back, it is possible to determine individual contributions of each
SF on signal recordings. It can be stated that, although these SFs strongly impacted the
Earth-ionosphere waveguide for several hours, as observed from BEL station, the mid-
latitude lower ionosphere fully recovered and went back to its regular conditions. Preflare
ionospheric state can be treated as quiet.

Comparison between GQD and TBB signal recordings, arriving from opposite direc-
tions to the BEL station, but both of short GCPs, is given in Figure 3, as an enlarged section
related to time evolution of X2.2 and X9.3 SFs.

Amplitude change in both signals is of similar behavior, simply following the incident
solar X-ray radiation, with similar relative change in the amplitude amount compared
to unperturbed conditions ∆A ≈ 7 dB. However, in the case of the TBB signal, there is a
more rapid decreasing trend after the peak value corresponding to the maximal amplitude
change in both SF cases. In the case of the GQD signal, relative change in the phase
amount compared to unperturbed conditions ∆Ph (◦) is several tens of degrees, with still
recognizable oscillatory behavior characteristic for BELGQD. Unfortunately, in the case of
the TBB signal, phase data were unusable so that further analysis, neither qualitative nor
quantitative and neither any of the numerical simulations, were not possible to conduct.
The TBB signal recordings given are purely interesting from the point of view of amplitude
comparison with the GQD signal, with total opposite GCPs as recorded in Belgrade.
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Figure 3. Simultaneous variations of X-ray flux (a) with phase delay, (b) amplitude delay, (c) variations
of GQD/22.10 kHz and phase delay, (d) amplitude delay, (e) variations of TBB/26.70 kHz signals
versus universal time UT during occurrence of X2.2 and X9.3 class SFs of 6 September 2017. Observed
amplitude and phase perturbations with the quiet signal of 3 September 2017 (dashed black) are
measured at Belgrade station. Time variation of soft X-ray irradiance is measured by GOES-15 satellite.

3.3. Analysis of Signal Propagation Parameters during Intense SF Events

SFs’ occurrence time and evolution were both favorable regarding applied modeling
procedures, due to stable daytime GQD waveguide conditions. This was particularly
significant for application of the first of previously mentioned numerical procedures in the
Methods section, i.e., application of Wait’s theory through LWPC software utilization, based
upon the two-component exponential model. VLF sub-ionospheric propagation simula-
tions, depending on pair of so-called Wait’s parameters β (km−1) and H’ (km) (representing
time-dependent parameter of lower ionospheric boundary sharpness and VLF signal’s
reflection height), are conducted using Equation (2) valid for daytime ionosphere [39]:

Ne(h, H’, β) = 1.43·1013·e(-0.15·H’)·e[(β−0.15)·(h − H’)], (m−3) (2)

Parameters β and H’ for unperturbed daytime ionospheric conditions are within
software predefined as 0.3 km−1 and 74 km, respectively, while for each case of per-
turbed conditions, they must be individually modeled as input parameter pairs along
GCP, depending on determined measured amplitude and phase perturbations. Modeling
procedure is based on trial-and-error technique, with the goal of achieving the best fit
between measured and simulated values of amplitude and phase perturbations obtained
through modeling. Results from this numerical procedure in the case of X2.2 and X9.3 SFs
of 6 September 2017, for their entire time evolution, are given in Figure 4. Both sharpness
(Figure 4b) and effective reflection height (Figure 4a) are in correlation with incident soft
X-ray flux (Figure 4c).
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Figure 4. Simultaneous variations of the effective reflection height h’, (a) sharpness β, (b) and X-ray
flux (c) during the occurrence of two successive X-ray flares of 6 September 2017.

Obtained modeled values of sharpness and reflection heights corresponding to X-ray
flux peaks revealed: in the case of X2.2 SF at 09:10 UT with Ixmax = 2.2658·10−4 Wm−2,
sharpness increased for amount of 0.13 km−1 and reflection height was lowered for 14 km,
while in the case of X9.3 SF at 12:02 UT with Ixmax = 9.3293·10−4 Wm−2, sharpness increased
for the amount of 0.25 km−1 and reflection height was lowered for 15.6 km, compared with
their predefined unperturbed values.

Electron density was calculated at the reflection height, when h = H’ throughout
altitude range corresponding to lower ionosphere (50–90 km), but it must be noted that
at the range boundaries, results obtained from calculations should be taken with caution
due to possible model failure. Electron density profiles corresponding to the influence of
two X-class SFs from 6 September 2017, as observed on the GQD signal at BEL station,
are given in Figure 5, in black and red for X2.2 and X9.3 SFs respectively, while quiet
ionospheric conditions are given in blue. Conducted calculations indicate that Ne for these
two SFs differ within one order of magnitude throughout the entire altitude range. Looking
separately, at a height of 74 km, compared to unperturbed ionospheric state, Ne increased
by almost three and about 3.5 orders of magnitude during the cases of weaker and stronger
SF events respectively.
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For time evolution of X2.2 and X9.3 SFs of 6 September 2017, during about 12 h,
a novel approach for obtaining GQD signal propagation parameters, sharpness β and
reflection height H’ from incident solar X-ray irradiance, was applied by employing the
FlarED’ Method and Approximate Analytic Expression application, where electron density
is calculated with simple logarithmic second-degree polynomial Equation (3) specially
designed to take ionospheric response time delay through height-dependent coefficients
into calculations (for more details see [5,40]):

log Ne(h, Ix) = a1(h) + a2(h) · log Ix + a3(h) · (log Ix)2 (3)

where a1(h), a2(h), and a3(h) are height-dependent coefficients, Ix is solar X-ray flux (Wm−2),
and h is height (km). Such calculated Ne values are in good agreement with those obtained
using other simulation methods related to the two-component exponential model and VLF
sub-ionospheric propagation simulations conducted through the use of LWPC software [40].
Figure 6 presents a 12-h variation of solar X-ray flux within two spectral bands provided by
GOES-15 and -13 satellites (Figure 6a) and the corresponding Ne (m−3) during these two
X-class SFs (Figure 6b).
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3.4. Analysis of Cosmic Ray Flux Registered by Belgrade Station during Early September 2017

As a result of solar activity at the beginning of September 2017, a strong FD was
detected, resulting in a decrease of CR flux of close to 15% (as observed on the South
Pole [60]). The effect was also detected on lower latitudes, being intense enough to be
detected by underground muon monitors that are generally sensitive to higher energies
of galactic CRs. To get a better perspective of data recorded by Belgrade muon station
during this period (both by GLL and UL), we compared it against selected neutron monitor
measurements (provided by the Neutron Monitor Database [61]). For this purpose, we
chose three NMs: one on the opposite hemisphere with low effective vertical geomagnetic
cutoff rigidity Rc, one near the North Pole, and one relatively close to Belgrade muon
station with a comparable Rc. All selected stations have different asymptotic directions, Rc,
and altitude and are generally sensitive to primary CR with lower median rigidity then
CR detected by Belgrade muon station. Median rigidity (Rm) is the rigidity of primary
CR where half of all contributions to detector count rate originates from primary CR with
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rigidity lower than that specific value. Basic characteristics for NM stations are as follows:
South Pole (SOPO, 90.00◦S, altitude 2820 m, Rc = 0.1 GV, median rigidity Rm = 10 GV),
Thule (THUL, 76.5◦N, 68.7◦W, 26 m, Rc = 0.3 GV, Rm = 12.6 GV), and Athens (ATHN,
37.97◦N, 23.78◦E, 260 m, Rc = 8.53 GV, Rm = 25.1 GV). Belgrade muon station, as mentioned
before, measures muon flux on ground level (GLL, 44.85◦N, 20.38◦E, 75 m, Rc = 5.3 GV,
Rm = 63 GV) and underground level (UL, 44.85◦N, 20.38◦E, 75 m, Rc = 12 GV, Rm = 122 GV).
Median rigidity for NM stations is retrieved from [62]. For Belgrade muon station, Rm
values for GLL and UL were determined using the response function obtained by means
of Monte Carlo simulation for CR transport. Time series of detected flux for all stations
during early September 2017 are given in Figure 7. Flux is normalized using a ten-day
average before the FD. This longer interval was chosen due to unusually high solar activity
during the period of interest.
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Hourly time series show that all stations detected FD around the same time, however,
time profiles are not the same. This is due to the specific sensitivity of selected CR stations
to primary CR with different rigidities. Additionally, the measured magnitude of the
FD is not the same for all detector stations. As expected, UL, GLL, and Athens, with
higher cutoff and median rigidity, recovered from sharp depression sooner than stations at
higher latitudes (with lower Rc). For a more quantitative description of the relationship
between observations from selected monitors, cross-correlation analysis of hourly time
series for different stations can be applied using Pearson coefficient with a 2-tail test for
significance. Correlation coefficients between data recorded by these ground stations
during September 2017 are given in Table 2.

Table 2. Statistical correlation between ground stations during September 2017.

Pearson Corr. ATHN SOPO GLL UL THUL

ATHN 1 0.55084 0.43443 0.5056 0.61535
SOPO 1 0.18941 0.45194 0.81747
GLL 1 0.69325 0.36496
UL 1 0.51526

THUL 1

These ground (and one shallow-underground) stations have different locations, different
cut-off rigidities, and different energy-dependent detection efficiency of the detectors. All
these differences can lead to better understanding of these different correlation coefficients.

Further insight can be gathered by comparing variability of CR flux measured by
different stations, as well as geomagnetic activity and selected space weather parameters
for the early part of September, which are presented in Figure 8. One-hour time resolution
was used for all data. The ICME list compiled by Richardson and Cane [63] and the CME
list provided by SOHO/LASCO [64] were used to precisely time the near Earth passage of
two ICMEs observed during this period (respective time intervals indicated in Figure 8 by
dashed blue lines).

In the days following early September X-flares, two sudden storm commencements
(SSCs), or two shocks, arrived during the last hours of 6–7 September (indicated by solid
blue lines in Figure 8). They were followed by a sheath region and ICME ejecta. Interaction
of shock and sheath region of ICME2 with ICME1 ejecta, visible in the sudden change of
solar wind parameters, led to the observed intense geomagnetic activity and consequent
FD. This CME-CME interaction with its complex structure was the main reason for the
extensive geomagnetic storm [65] and a strong detected FD. With arrival of the first ICME,
CR flux showed a small decrease detected as a low-magnitude FD by NM stations [66] (at
23:43:00 UT on 6 September, with magnitude of 1.8% according to IZMIRAN database).

When the second fast interplanetary shock arrived and interacted with ejecta from
the previous ICME, a sharp decrease in CR flux and one of the largest FDs in solar cycle
24 was detected (at 23:00:00 UT on 7 September, with magnitude of 7.7% according to
IZMIRAN database). Main FD was clearly visible even with muon detectors, which leads
to the conclusion that inhomogeneities in the heliosphere created by interaction of these
two ICMEs modulated CR extensively. The recovery phase of this FD was influenced by
disturbed interplanetary condition, the effect being dependent on particle energy as was
evident by comparing profiles of CR time series recorded by different stations. Before the
end of the recovery phase, another flare (X8.2 of 10 September) led to a small ground level
enhancement (GLE), the last one of solar cycle 24 (GLE #72). Recovery time of the main FD
was approximately three days in total, which is a relatively short period for such a large CR
modulation. Cross-correlation coefficients between CR time series measured by Belgrade
muon station and selected space weather parameters for the period of six days (during
5–10 September) are given in Table 3.
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2017 (period 4th–10th).

Table 3. Statistical correlation (with significance) between time series of CR flux measured at ground
stations and selected space weather parameters during 5–10 September 2017.

Pearson Corr. Thule GLL UL

Thule 1
GLL 0.67213 (<10−6) 1
UL 0.62741 (<10−6) 0.75552 (<10−6) 1

Average B −0.238 (<0.008) −0.242 0.007 −0.243 <0.007
SW speed −0.80562 (<10−6) −0.62829 (<10−6) −0.58503 (<10−6)
Dst Index 0.77923 (<10−6) 0.6979 (<10−6) 0.65494 (<10−6)

Proton Channel
16–20 MeV 0.43083 <10−5 0.38276 <10−4 0.31715 <10−3

During this period, apparent correlation can be established between selected parame-
ters. This correlation is larger for Thule NM than in the case of Belgrade Muon monitor.
Due to the short period, correlation between proton flux at L1 and detected CR flux on all
stations is exaggerated.
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4. Discussion

The cascade of strong solar activity from AR12673 that occurred in early September 2017
was among others characterized by a number of SFs. Several concurrent interconnecting
CMEs/ICMEs emerged in a relatively short period, inducing a disturbance in the heliosphere.
The complex structure of interacting CMEs/ICMEs produced an extensive geomagnetic
storm and ionospheric disturbance and affected the flux of primary CR (visible as a FD).
Additionally, the mentioned phenomena were responsible for the increased flux of energetic
particles in interplanetary space. The origin and acceleration mechanism for energetic protons
measured at L1 is not so straightforward to determine due to complicated interactions of
all effects potentially involved. In case these particles originate from the Sun, correlation
between SF properties and SEP fluence is supposed to be rather poor, although it is suggested
that primary acceleration of SEP to higher energies occur in close proximity to the flare
site [67,68]. If, on the other hand, these particles are accelerated in interplanetary space due
to the passage of ICME shock, some correlation can be established (i.e., between measured
proton fluence and CME/ICME velocity). However, regardless of their origin, the shape of
energetic proton fluence spectrum can hold useful information about heliospheric disturbance
and can even provide insight into the effect that this disturbance has on the flux of primary
CR in interplanetary space (especially when more intense events are concerned). That was
also demonstrated in this case, where the magnitude of the corresponding FD corrected for
magnetospheric effect estimated from proton fluence spectra was in good agreement with the
value for MM calculated based on NM measurements.

Impacts of the soft range X-ray solar electromagnetic radiation released from two pow-
erful SF events from 6 September 2017 onto the European mid-latitude ionospheric D-region
were monitored and inspected based on recordings from BEL narrowband VLF receiving
station, belonging to a global ground-based VLF network system. Lower ionospheric
disturbances induced by incident soft range X-ray radiation were indirectly examined
regarding simultaneous perturbations of VLF radio signals’ propagation parameters within
the Earth-ionosphere waveguide, with analysis conducted for signals with short GCPs
(Table 1; Figure S3).

Aside from quiet ionospheric preflare conditions, SFs’ occurrence times were also
favorable in terms of applied modeling procedure using the LWPC software package, since
analyzed signals on their GCPs towards BEL station were transmitted through waveguides
under already established stable daytime ionospheric conditions. Since this procedure
relies on trial-and-error technique in acquiring the best fitting pair of Wait’s parameters
for depicting real measured data with the modeled data, and from that, by obtaining
information regarding lower ionospheric conditions based on modeled ones, both of these
prerequisites significantly eased an already highly challenging task of modeling X-class
SFs and especially those most energetic among them. In such disturbed conditions, both
ionospheric plasma properties and related corresponding VLF signal propagation parame-
ters are drastically changed compared with the regular state. Accordingly, electron density
height profiles are also changed in regard to both time and space distributions. As expected,
the evolution of observed VLF signals’ perturbations was with similar characteristics,
following a lower ionospheric response to incident solar X-ray flux with delay times corre-
sponding to the sluggishness of the ionosphere and were of amounts expected for cases
of such powerful events (Figure 3). Their back-to-back occurrence did not allow for indi-
vidual duration specification of each SF’s impact on analyzed VLF signals, however, their
individual contribution was possible to determine. According to registered VLF BEL data,
after a several-hour lasting disturbance, the lower ionosphere fully recovered (Figure S4).

For the state of maximal perturbation that corresponds to SFs’ X-ray flux peaks,
perturbed GQD signal’s amplitudes are 118% and 117% of unperturbed, while phases
are 165% and 192% of unperturbed. Wait’s parameters are in correlation with incident
soft X-ray flux and modeling results based upon exponential conductivity increase with
height within the ionosphere suggesting that perturbed sharpnesses are 143.3% and 183.3%
of unperturbed, while perturbed reflection heights are 81% and 78.9% of unperturbed,
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respectively to SFs (Figure 4). As expected, in the case of the stronger SF event, propagation
was more affected by the induced disturbance, causing the reflecting edge boundary to
become significantly sharper, while reflecting edge height descended for 1.6 km−1 more
than in case of the weaker one. Numerically, simulated ionospheric conditions fit well
with observed ones, as indirectly obtained through GQD signal’s amplitude and phase
measurements. Due to its short GCP and stable daytime ionospheric conditions, averaged
conditions that were held within the waveguide during the modeling procedure can be
considered reliable. Electron densities calculated using Equation (2) for the D-region
altitude range show about one order of magnitude difference between analyzed SFs at their
peak, giving a reflection height of 74 km an increase in electron density of 82.1% compared
between stronger and weaker events (Figure 5).

The effects on the ionosphere of the largest SF event of the last decade, X9.3 together
with X2.2, occurred on 6 September 2017, observed through GQD VLF signal response in
relation to the SF class, were compared with some other cases of strong SF events, including
several major SFs (2003–2011 of class X28+–X6.9) and other SFs (from 2006–2017 of class
X1–X9.3 and from period 1994-1998 in range X1–X5). Figure S5 provides a comparison of the
results obtained in this study (black stars) and those available in the literature [5,7,8,69–77].
Presented ionospheric parameters (β and H’) and corresponding electron densities are
related to results from two hundred cases of SF events recorded in Belgrade on GQD trace in
the period of 2003–2017 in other mid-latitudinal ionospheric sectors and the low-latitudinal
ionospheric sector. In order to ensure better insight into the tendency of parameters with the
SF events’ strength, smaller diagrams containing the entire C–X-class range are embedded
in Figure S5. It can be seen that values of signal parameters for some X-class events are
quite scattered.

Our results fit well with the general trend (linear fit), considering that most of the
available cases taken into consideration are from the mid-latitudinal sector. A significant
discrepancy notable in the enlarged X-class section, related to results from [69] and [70],
is probably caused by latitudinal factor (due to low-latitudinal observations likewise
as suggested in [71] and similarly due to observations obtained more towards higher-
latitude compared with Belgrade receiver site, respectively). A novel proposed approximate
method that employs approximative Equation (3) for obtaining ionospheric parameters
was validated both for cases of weaker and stronger SFs and expanded further towards the
upper boundary of X-class range, as compared to recent previous studies employing this
technique. Applied novel approach provides mapping of the entire ionospheric altitude
range (Figure 6) in a simpler and easier to conduct manner. Results obtained in this study
using this novel approach applied to X-class SFs could be useful for validation of the
available ionospheric models and as input data for other climate models.

Furthermore, increased solar activity at the beginning of September 2017 had a sig-
nificant effect on cosmic rays observed as a decrease in measured flux by all relevant CR
stations. Intensity of the event was such that the energy range of affected primary CR was
wide enough for the effect to be detected both by neutron monitors and muon detectors.
The decrease was even observable in shallow-underground muon measurements, although
to a much lesser extent. Temporal agreement between measurements taken by different
detectors was good, while the shape of detected FD varied, as would be expected due
to difference in location, instrument design, and sensitivity. Cross-correlation analysis of
hourly time series for different stations (presented in Table 2) shows expected positive
correlation, where obtained coefficients are consistent with values expected based on differ-
ences in detector location, particular setups, station specific environmental conditions, and
most importantly, the energy (rigidity) range of primary CR they are sensitive to. GLL and
UL have the same position, however, correlation is not so high (≈0.7) due to different Rc
and Rm. Nevertheless, this correlation is higher than that between either of the detectors
and any of the neutron monitor stations. NMs have more similar Rc and Rm values, so
this correlation is greater despite their different location. As far as correlation between
measured CR flux and selected space weather and geomagnetic parameters is concerned,
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a larger correlation observed for NM (Table 3) can almost certainly be attributed to the
fact that muon detectors are sensitive to higher energy CR (which are less modulated by
disturbances in the heliosphere). Correlation between selected proton channel (particles
with energy between 16 and 20 MeV) and CR flux is exaggerated as it is a consequence
of a relatively short time interval taken for analysis. This value is greatly reduced if a
longer interval is taken into consideration, even appearing as a small anticorrelation. This is
expected as proton flux with its turbulent magnetic field scatters CR and thus can produce
a decrease in detected CR flux. Inverse correlation of magnetic field and solar wind speed
with CR flux is anticipated due to the same reason.

Forbush decrease in early September 2017 was caused by compound solar wind dis-
turbance formed due to the interaction of several ICMEs. This time interval is particularly
interesting because it happens in a descending-to-minimum phase of a solar cycle. The
apparent multitude of solar activity is more characteristic to other phases. For example,
similar series of successive CMEs led to FD in March 2012 [78] during the ascending phase
of the solar cycle, but this heightened activity of the Sun, isolated between relatively quiet
periods, allows for better study of the phenomena. Forecasting these multiple CME interac-
tion events and predicting time of arrival is very difficult [45] but needed, so this series of
events can be a good case study.

Although no apparent correlation between SF intensity and solar wind and FD param-
eters is clearly demonstrable, the majority of more intense FDs are caused by a CME/ICME
following a significant SF, thus indicating a likely connection. For one such complex event,
accompanying disturbances induced in the heliosphere, magnetosphere, and ionosphere
are generally directly attributed to different sources and establishing clear relationships be-
tween various parameters used to describe them is far from straightforward. Yet, based on
some general features, it is possible to make rudimentary event classification, where within
certain classes, some of these relationships may be more pronounced. Strong flares do not
necessarily produce a significant FD (although can have an associated GLE, as is the case
for X14.4 flare that occurred on 15 April 2001), can produce both strong FDs and GLEs (e.g.,
GLE #69 on 20 January 2005, GLE #66 on 28 October and GLE #67 on 2 November 2003), or
can produce strong FD but without associated GLE (e.g., 7 March 2012, related to X5.4 flare
and September 2017 event studied here). It has been shown [49,79] that events that fall
in this last category exhibit stronger correlations between FD magnitude and some space
weather parameters, specifically average CME speed. More recently, a correlation between
FD magnitude (especially in the case of more intense FDs) and shape of energetic proton
spectra measured at L1 has been reported for this class of events. As the number of such
events is relatively low, it is of significance that results presented in this work are consistent
with the indicated relationship. For reference, dependence of FD magnitude on selected SF,
CME, and geomagnetic parameters for some of the mentioned events is given in Figure S6.

5. Conclusions

The influence of severely disturbed space weather conditions of 6 September 2017
on parameters of the Earth’s atmosphere was studied, in relation to the relatively close
and far surroundings of the Earth. The influence of strong X-class SFs on the ionosphere
and primary cosmic rays, based on space- and ground-based observations on one hand
and simulations on the other hand, are presented. It contributes to better understanding
of solar-terrestrial coupling processes and how primary cosmic rays and the ionosphere
respond under conditions during the X-class SF events. Based on the results presented, the
following conclusions can be drawn:

- SEP fluence during strongly disturbed conditions of the heliosphere in early September
2017 was calculated from SOHO/ERNE data and modeled using double power law.
Relationships between power exponents used to parameterize the shape of fluence
spectrum and FD magnitude corrected for magnetospheric effect are consistent with
ones expected for this type of event. Hourly time series of secondary CR flux, detected
by several ground-based monitors and one shallow-underground monitor, show that
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all stations detected FD at the same time. Cross-correlation between these time series,
and between CR time series and some geomagnetic activity indices, as well as selected
IMF and solar wind parameters, are presented. Sensitivity of different stations to
primary CR with different rigidity results in different time profiles, maximal decreases,
and duration of recovery phase of FD;

- We observed that a correlation between heliospheric and geomagnetic parameters
decreases with increase of median energy of the CR detected by different stations
and that shows an extension of CR modulation of complex CME-CME interaction
structure initiated with strong SFs;

- Impact of intense solar activity onto the Earth’s lower ionosphere, through analyzed
X-class SFs, was clearly observed (perturbed amplitudes are 118% and 117% of unper-
turbed, while perturbed phases are 165% and 192% of unperturbed, for X2.2 and X9.3,
respectively). BEL AbsPAL recordings of registered VLF signals during SF events are
in correlation with X-ray flux (with time delays corresponding to the sluggishness of
the ionosphere). Although X2.2 and X9.3 occurred back-to-back, it was possible to
determine individual contributions of each SF based upon registered VLF signals;

- Numerical simulations were conducted through the application of the LWPC software
package and the FlarED’ Method and Approximate Analytic Expression application’s
novel approach. The ionospheric parameters (sharpness and effective reflection height)
and electron density are in correlation with incident X-ray flux of soft range. Ne for
these two SFs revealed the difference within one order of magnitude throughout the
entire altitude range considered. Compared to quiet ionospheric conditions, Ne at the
reference height increased by several orders of magnitude during both SF events. As
monitored by BEL VLF station in the mid-latitudinal sector, both presented X-class SFs
are common in properties and behavior, as could be expected for intense SF events,
according to their strength. However, there is a significant difference in estimations
of ionospheric parameters related to some other cases of reported X-class SFs from
different sectors.

Although there are numerous papers related to the influence of SF events on Earth’s
ionosphere, the vast majority of present case studies of selected SF events, more or less
are extensively related to numbers of examined cases. X-class SF events have never been
systematically studied in terms of lower ionospheric response. Coupling processes between
such extreme space weather events and the lower ionosphere are not well understood.
In addition, many intense SF events are related to other energetic solar events like CMEs
and SEPs. Comprehensive research is needed especially in terms of retrieving a global
(worldwide) lower ionospheric response to such strong events from propagation param-
eters of radio signals as a remote sensing technique. Case studies, although restricted to
some selected events and with great contribution of “local” components contained within
obtained and presented results, would provide substantial contributions.

This study emphasized the relevance of the ionospheric response, which was analyzed
using a multi-instrument method, and gave a comprehensive examination of the events
from the Sun to the Earth. It gave an insight into the sudden increase in ionization during
the storm and strong SFs from the beginning of September 2017 and the potential effects on
radio communication. Since conditions in the D-region of the ionosphere have a dramatic
effect on high frequency communications and low frequency navigation systems, the
ionospheric responses (and its parameters like β, H’ and Ne) to severe SFs are a key
topic of study in ionospheric physics and are considered to be an important factor for
space weather predictions, improvement of empirical models, and applications of machine
learning techniques in atmospheric sciences.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/rs15051403/s1, Figure S1: Differential SEP fluxes during extreme
solar event in September 2017, measured by SOHO/ERNE energetic particle sensors LET (Low
Energy Detector) proton channels. Red vertical dashed lines indicate the time for the start and the end
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of interval used to calculate the integral flux.; Figure S2: Differential SEP fluxes during extreme solar
event in September 2017, measured by SOHO/ERNE energetic particle sensors HET (High Energy
Detector) proton channels. Red vertical dashed lines indicate the time for the start and the end of
interval used to calculate the integral flux.; Figure S3: The geographic position of Belgrade (BEL) VLF
receiver and the GQD transmitter (54.73◦N, 2.88◦W), Anthorn UK and TBB transmitter (37.43◦N,
27.55◦E) Bafa Turkey with GCP of sub-ionospheric propagating VLF signals.; Figure S4: Simultaneous
variations of X-ray flux (red), phase (blue), and amplitude (orange) of GQD/22.10 kHz signal versus
universal time UT during occurrence of X2.2 and X9.3 class solar flares of 6 September 2017 (from
upper to lower panel). Observed amplitude and phase perturbations on GQD radio signal, as well as
quiet signal (dashed black), are measured at Belgrade station. Time variation of soft X-ray irradiance
is measured by GOES-15 satellite.; Figure S5: Lower ionospheric response to SF events of different
strength across X-class (shaded gray area), obtained indirect modeling of VLF signals’ propagation
parameters: (a) sharpness β (km−1), and (b) effective reflection height H’, (km) and (c) estimated
corresponding electron densities Ne (m−3), in function of X-ray flux; results from our research are
presented by black stars.; Figure S6: Magnitude of the FD versus the average CME velocity between
the Sun and the Earth, calculated using the time of the beginning of the associated CME observations
(a) Minimal Dst-index in the event, (b) maximal X-ray flare power (c) with associated flare indicated
in red.
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facility for studies of cosmic-ray solar modulation. In Nuclear Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment; Elsevier: Amsterdam, The Netherlands, 2017; Volume 875, pp. 10–15.
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Effects on Cosmic Ray Muons Utilizing Multivariate Analysis. Space Weather 2021, 19, e2020SW002712. [CrossRef]

37. Ferguson, J. Computer Programs for Assessment of Long-Wavelength Radio Communications, Version 2.0: User’s Guide and Source Files;
Space and Naval Warfare Systems Center: San Diego, CA, USA, 1998.

38. Mitra, A.P. Lonospheric Effects of Solar Flares; Springer: Berlin/Heidelberg, The Netherlands, 1974; Volume 46.
39. Wait, J.R.; Spies, K.P. Characteristics of the Earth-Ionosphere Waveguide for VLF Radio Waves; US Department of Commerce, National

Bureau of Standards: Gaithersburg, MD, USA, 1964; Volume 13.
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Abstract

Observed galactic cosmic ray intensity can be subjected to a transient decrease. These so-called Forbush decreases are driven by coro-
nal mass ejection induced shockwaves in the heliosphere. By combining in situ measurements by space borne instruments with ground-
based cosmic ray observations, we investigate the relationship between solar energetic particle flux, various solar activity indices, and
intensity measurements of cosmic rays during such an event. We present cross-correlation study done using proton flux data from
the SOHO/ERNE instrument, as well as data collected during some of the strongest Forbush decreases over the last two completed solar
cycles by the network of neutron monitor detectors and different solar observatories. We have demonstrated connection between the
shape of solar energetic particles fluence spectra and selected coronal mass ejection and Forbush decrease parameters, indicating that
power exponents used to model these fluence spectra could be valuable new parameters in similar analysis of mentioned phenomena.
They appear to be better predictor variables of Forbush decrease magnitude in interplanetary magnetic field than coronal mass ejection
velocities.
� 2022 COSPAR. Published by Elsevier B.V. All rights reserved.
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1. Introduction

Cosmic rays (CRs) are high-energy charged particles
that arrive at Earth from space, mainly originating from
outside of our Solar system. CRs are modulated in the
heliosphere (Heber et al., 2006) due to interaction with
the interplanetary magnetic field (IMF) frozen in a con-
stant stream of charged particles from Sun - the solar wind
(SW). Transients in the heliosphere additionally modulate
CRs. One type of transients are interplanetary coronal
mass ejections (ICMEs), closely related to coronal mass
ejections (CMEs).
https://doi.org/10.1016/j.asr.2022.09.057

0273-1177/� 2022 COSPAR. Published by Elsevier B.V. All rights reserved.
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ICMEs interact with SW, and as the speed of particles in
ICME is different than the speed of SW particles, a bow
shock can be created, affecting the CR flux (Belov et al.,
2014). This interaction between ICMEs and residual solar
wind can be one of the causes of short-term depression in
CR flux, detectable at Earth (Subramanian et al., 2009).
Such transient decrease in observed flux is known as a For-
bush decrease (FD), a type of CR flux modulation that has
been studied extensively since its initial discovery in the
1930s (Gopalswamy (2016) and references therein). There
are two clearly distinguishable classes of Forbush
decreases: recurrent and non-recurrent. Non-recurrent
FDs, typically caused by ICMEs (Dumbovic et al., 2012),
are mostly characterized by a sudden offset, which lasts
about a day, followed by a gradual recovery phase within
several days (Cane, 2000). Due to ICME sub-structures

https://doi.org/10.1016/j.asr.2022.09.057
mailto:veselinovic@ipb.ac.rs
https://doi.org/10.1016/j.asr.2022.09.057
http://crossmark.crossref.org/dialog/?doi=10.1016/j.asr.2022.09.057&domain=pdf
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(the sheath and the associated shock and magnetic cloud)
FD can have one or two-step profile, which depends on
transit of one or both structures to the observer
(Richardson and Cane, 2011). Recurrent FDs have differ-
ent profile, with gradual onset and decrease and symmetri-
cal recovery caused by high-speed streams from coronal
holes (Melkumyan et al., 2019). In this paper we will focus
on non-recurrent ICME induced FDs.

Apart from FD profile, one of the main parameters that
is used to describe a Forbush decrease is its magnitude. The
effect is not the same for all CR particles, as it depends on
their rigidity. Rigidity is defined as R � Bq ¼ p=q, where q
is gyroradius of the particle due to magnetic field B; p is
particle momentum, and q is its charge. The higher the
rigidity of a particle, the less it is affected by heliospheric
inhomogeneities, hence the reduction in flux is less
pronounced.

Another phenomenon that can accompany violent
events on the Sun is emission of fast-moving particles, com-
monly known as solar energetic particles (SEP). The occur-
rence of such particles is typically related to eruptions on
the surface of the Sun, which can be characterized by bursts
of X-rays - solar flares (SF), and/or emission of coronal
plasma - already mentioned CMEs. When excess of these
solar energetic particles with high energy penetrates the
geomagnetic field, it can cause a sudden and brief increase
in measured CR flux at Earth - a ground level enhancement
(GLE). Because GLEs can be harmful to human infrastruc-
tures (potentially damaging power lines, satellites in orbit,
etc.), they have been studied in detail for decades.

Variations of CR flux have been monitored at Earth for
decades using ground and underground-based detectors,
primarily neutron monitors (NM) (Belov et al., 2000;
Koldobskiy et al., 2019) and muon detectors (Mendonça
et al., 2016; Veselinović et al., 2015). Different types of
ground-based detectors complement each other in terms
of their CR energy domain (Veselinovic et al., 2017), muon
detectors being sensitive to energies higher than those
detectable by NMs. In addition, CR flux is also (especially
in the last couple of decades) directly measured in space
using space-borne instruments (Dumbovic et al., 2020;
von Forstner et al., 2020). In the MeV energy range most
space probe particle detectors are sensitive to, enhancement
of SEP flux can enshroud CR flux, thus making a task of
establishing decoupled event-integrated energy spectra (or
spectral fluences) for SEP and CRs a laborious task
(Koldobskiy et al., 2021; Bruno and Richardson, 2021).

Many authors have studied the connection between SFs,
CMEs/ICMEs and SEP, consequential effects on the geo-
magnetic field and compound effect of the IMF and geo-
magnetic field disturbances on CRs. Most relevant for
our analysis is work that studied connection between differ-
ent FD and ICME parameters (Belov et al. (2000), Belov
(2008), Papaioannou et al. (2020) and references therein),
which has among other, shown significant correlation
between CME speeds and FD magnitudes. More precisely,
CME speeds have been established as the best predictor
2007
variables of FD magnitudes for primary CR particles with
10GV rigidity detected at Earth. Also of interest is the
work that studied the connection between the disturbance
of geomagnetic field and CR flux measured at Earth
(Alhassan et al., 2021; Badruddin et al., 2019), where a sig-
nificant correlation between FD magnitude and different
geomagnetic parameters due to common solar or interplan-
etary origin has been established.

SF, CME/ICME, SEP and FD events are very often
related processes that occur either simultaneously or in
succession, in which case can be thought of as different
components of one more complex event. CMEs (along
with their interplanetary counterparts ICMEs) have been
recognized as the main driver of FDs, while on the other
hand there has been plenty of evidence for the relation-
ship between CMEs with SEP. Namely, there are two
different known mechanism for SEP acceleration: acceler-
ation during magnetic-reconnection events usually result-
ing in solar flares (which produce short impulsive SEP
events), and acceleration caused by CME induced shock
waves (which result in gradual SEP events) (Reames,
1999). For this study the second class is of interest.
Another type of closely related events that are important
for this analysis are energetic storm particle (ESP)
events, which represent particles accelerated locally by
interplanetary shocks driven by fast CMEs (Desai and
Giacalone, 2016). Even though details of the mechanism
and the precise role of CME induced shock in the evolu-
tion of SEP events are not fully understood (Anastasiadis
et al., 2019), we believe that analysis of how SEP/ESP
events relate to CME, geomagnetic and FD events could
provide some valuable new insight. We are especially
interested in, and will concentrate the most on, the pos-
sibility of the last of these connections. To do so, we
have decided to look into the shape of SEP/ESP fluence
spectra and analyze how it relates to different CME, geo-
magnetic and especially FD parameters.

It should be noted that different mentioned types of
events, even when related, do not need to occur at the same
place nor at the same time. This is due to the fact that SEP
travel along magnetic field lines, while CME/ICME shocks
travel mostly directly away from the Sun. Furthermore,
modulation of primary CR, detected as FD upon their arri-
val at Earth, can happen anywhere in the heliosphere.
Hence, in general case, detection of these events should
not necessarily be simultaneous. However, we believe that
for the class of events selected for this analysis we can
assume that they occur and are detected within a certain
time window. We will elaborate more on this in Section 2.3.

The article is structured as follows: first we list various
sources of data and justify the selection of solar cycle 23
and 24 FD events to be used in the analysis; then we
describe parametrization of SEP events (involving calcula-
tion and parametrization of SEP fluence spectra); finally we
perform correlative analysis between established SEP
parameters and various CME, FD and geomagnetic indices
and discuss the observed dependencies.
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2. Data

Sources of SEP proton flux, various solar and space
weather parameters, as well as ground CR measurements
and different FD parameters used in this study are listed
below. Different criteria for FD event selection are also
described.

2.1. Solar energetic particle flux data

The source for SEP flux data was the ERNE instrument
(Torsti et al., 1995) onboard the Solar and Heliospheric
Observatory (SOHO). Instrument consists of two separate
particle detectors. The Low-Energy Detector (LED) and
the High-Energy Detector (HED). Former covers ion
fluxes and count rates in the 1:3� 13MeV=nucleon energy
range, and latter ion fluxes and count rates in the
13� 130MeV=nucleon energy range. Both ranges are sep-
arated in ten energy channels. SOHO has been making
in situ observation from Lagrangian point L1 for the last
three solar cycles (data available at https://omniweb.
gsfc.nasa.gov/ftpbrowser/flux_spectr_m.html). ERNE data
for solar cycles 23, 24 and current cycle 25 allows the study
of variations of proton fluences in SEP events during this
period (Paassilta et al., 2017; Belov et al., 2021). Higher
channels are more correlated with measured CR flux
(Veselinovic et al., 2021) and it appears as if flux in these
channels is a mixture of CR and energetic proton fluxes
of particles with the same energy. Important feature of
HED detector is that, due to rather large geometric factor,
during large intensity proton events SOHO/ERNE data
have been subject to saturation effects in higher energy
channels (Valtonen and Lehtinen, 2009; Miteva et al.,
2020).

2.2. IZMIRAN directory of Forbush decreases

IZMIRAN database is an online repository developed
at the Institute of Terrestrial Magnetism, Ionosphere and
Radiowave Propagation (IZMIRAN) at Moscow Troitsk,
Russia. It contains an extensive list of Forbush decreases
and various parameters from solar, space weather, cosmic
ray and geomagnetic measurements, spanning from the late
1950s (http://spaceweather.izmiran.ru/eng/dbs.html).
Database has been compiled from a number of sources,
such as measurements by ground-based detectors, instru-
ments mounted on various satellites, as well as public data
provided by different agencies specializing in monitoring
solar, space and atmospheric weather and geomagnetism.
Extensive list of sources and data repositories used to com-
pile this database are referenced in a number of publica-
tions listed on the IZMIRAN internet site (IZMIRAN
Space Weather Prediction Center, 2016).

We have decided to use IZMIRAN database as our pri-
mary source of data for Forbush decrease parameters as
well as for selected variables, parameters and indices that
describe associated space weather and geomagnetic
2008
phenomena. Selection of parameters pertinent to our anal-
ysis was mostly based on previous work by other authors
(i.e. Belov (2008), Lingri et al. (2016)), where they estab-
lished which quantities are most relevant in these types of
studies.

Chosen parameters fall into three categories (abbrevia-
tions to be used throughout the text are given in parenthe-
ses). First category are FD related parameters - Forbush
decrease magnitude for 10GV rigidity primary particles
(M) and Forbush decrease magnitude for 10GV rigidity
primary particles corrected for magnetospheric effect using
Dst index (MM ). These magnitudes are determined using
global survey method (GSM). GSM combines measure-
ments from a world-wide network of neutron monitors
(NMs), takes into account different anisotropies, distur-
bances of atmospheric and geomagnetic origin, as well as
apparatus-specific features, and produces an estimated
hourly variation of CR flux outside Earth’s atmosphere
and magnetosphere (Belov et al., 2018). Specifically, cor-
rection for magnetospheric effect takes into account the
fact that geomagnetic disturbances affect the effective cutoff
threshold rigidities and effective asymptotic directions of
primary particles for different NM stations (Belov et al.,
2005).

Second group of parameters used from IZMIRAN data-
base are CME and SW related parameters - the average
CME velocity between the Sun and the Earth, calculated
using the time of the beginning of the associated X-ray flare
(V mean), the average CME velocity between the Sun and the
Earth, calculated using the time of the beginning of the
associated CME observations (V meanC) and maximal hourly
solar wind speed in the event (V max). Izmiran DB authors
have matched detected FD events with associated CMEs
using a SOHO LASCO CME catalog (Belov et al., 2014).
Catalog includes a comprehensive list of CME events along
with some of most relevant parameters, i.e. speeds calcu-
lated by tracking CME leading edge (as described in
Yashiro et al. (2004), further sources available at https://
cdaw.gsfc.nasa.gov/CME_list/catalog_description.htm).

Final group of parameters from IZMIRAN database
used in this analysis are related to geomagnetic field - max-
imal Kp index in the event (Kpmax - based on data from
NOAA Space Weather Prediction Center, https://www.
swpc.noaa.gov/products/planetary-k-index), maximal 3-h
Ap index in the event (Apmax - defined as the mean value
of the variations of the terrestrial magnetic field, derived
from Kp index) and minimal Dst index in the event
(Dstmin - calculated using data provided by World Data
Center for Geomagnetism, Kyoto, http://wdc.kugi.kyoto-
u.ac.jp/dstdir/index.html).

2.3. Selection of FD events

Time interval used for this analysis was dictated by the
period of operation of SOHO/ERNE device, which was
commissioned in December 1995 (data available from June
1996) and is still operational. That coincides with the

https://omniweb.gsfc.nasa.gov/ftpbrowser/flux_spectr_m.html
https://omniweb.gsfc.nasa.gov/ftpbrowser/flux_spectr_m.html
http://spaceweather.izmiran.ru/eng/dbs.html
https://cdaw.gsfc.nasa.gov/CME_list/catalog_description.htm
https://cdaw.gsfc.nasa.gov/CME_list/catalog_description.htm
https://www.swpc.noaa.gov/products/planetary-k-index
https://www.swpc.noaa.gov/products/planetary-k-index
http://wdc.kugi.kyoto-u.ac.jp/dstdir/index.html
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M. Savić et al. Advances in Space Research 71 (2023) 2006–2016
beginning of solar cycle 23 and lasts through cycle 24, so
we considered all FD events that occurred in this period,
concentrating on events with magnitudes for 10GV parti-
cles larger 4% in the analysis. There are several reason
for such magnitude cut, primary reason being that even
though we often reference neutron monitor data in the
analysis, CR related research in our laboratory is mainly
based on muons detectors, which are generally less sensitive
to FDs of smaller magnitude and GLE events. Addition-
ally, it is known that all larger FDs (i.e. with magnitudes
greater than 5%) are caused by CMEs (Belov, 2008). Since
we use CME speed as a reference parameter in the analysis,
introducing such cut made event selection simpler, as prac-
tically all considered FD events would have an associated
CME. Finally, CME speed is less reliably determined in
the case of weaker CME events (Yashiro et al., 2004).

One important step in the event selection procedure is to
make sure that for each global event both proton flux
increase detected by SOHO/ERNE and FD are related to
the same CME. As mentioned in the introduction, detec-
tion of these separate events is not necessarily simultane-
ous. However, we have checked the direction of CMEs/
ICMEs for all events for which such information was avail-
able, and in all these cases they moved directly toward
Earth. This would imply that detection of the increase of
energetic particles, Forbush decrease and geomagnetic
storm associated with a given CME should be detectable
within a relatively small time window. To illustrate this,
on Fig. 1 we have shown time series for proton flux (in
Fig. 1. Time series of hourly data for the same time interval around FD even
Athens neutron monitor count rate (middle), and Dst index (bottom).

2009
one selected energy channel), CR flux and Dst index for
one such event. Furthermore, because of large magnitudes
of FDs selected for the analysis, we believe it to be the case
for all events.

Another important point is that we cannot say with cer-
tainty what is the exact origin of detected proton flux solely
based on SOHO/ERNE data. They could be of solar origin
(SEP), particles accelerated locally at shock in interplane-
tary space (ESP), or combination of both. For the sake
of simplicity we have decided to use the somewhat more
general term SEP for these energetic particles, having men-
tioned limitation of its use in mind.

As determination of SEP fluence is not a straightfor-
ward procedure (as explained in more detail in Section 3.1),
from the initial set of events we discarded all for which flu-
ence value was difficult to determine or had a large uncer-
tainty due to overlap and unclear separation of proton flux
time series of successive events. That set was then further
reduced based on the quality of FD identification flag
assigned to each event in the IZMIRAN database, taking
into account only events where identification was confident
or reliable enough. Applying mentioned selection criteria
resulted in the final set of 21 events, presented in Table 1
with some of the parameters of interest.
3. Parametrization of SEP fluence energy spectra

Parametrization procedure for any of the selected FD
events can be broken down into two steps: 1 - calculation
t of 12 Septemeber 2014: proton flux in the 1:3� 1:6MeV channel (top),



Table 1
Forbush decrease events from solar cycles 23 and 24 selected for the analysis, along with some of the FD, CME and geomagnetic field parameters of
interest.

Date/Time M ½%� MM ½%� X flare V mean ½kms�1� V meanC ½kms�1� V max ½kms�1� Kpmax Apmax Dstmin ½nT�
2001.09.29 09:40:00 4.3 4.4 M 1.0/ 852.0 831 694.0 5.33 56.0 �56.0
2001.10.11 17:01:00 7.0 6.9 M 1.4/2F 766.0 769 572.0 6.0 80.0 �71.0
2001.10.21 16:48:00 5.4 7.3 X 1.6/2B 855.0 858 677.0 7.67 179.0 �187.0
2001.11.24 05:56:00 9.2 9.8 M 9.9/ 1323.0 1366 1024.0 8.33 236.0 �221.0
2002.04.17 11:07:00 6.2 7.0 M 1.2/SF 742.0 745 611.0 7.33 154.0 �127.0
2002.09.07 16:36:00 4.6 5.1 C 5.2/SF 860.0 863 550.0 7.33 154.0 �181.0
2003.10.30 16:19:00 14.3 9.4 X10.0/2B 2109.0 2140 1876.0 9.0 400.0 �383.0
2003.11.20 08:03:00 4.7 6.8 M 3.2/2N 854.0 872 703.0 8.67 300.0 �422.0
2004.07.26 22:49:00 13.5 14.4 M 1.1/1F 1279.0 1290 1053.0 8.67 300.0 �197.0
2004.09.13 20:03:00 5.0 5.3 M 4.8/SX 945.0 948 613.0 5.33 56.0 �50.0
2005.05.15 02:38:00 9.5 12.2 M 8.0/SX 1207.0 1231 987.0 8.33 236.0 �263.0
2006.12.14 14:14:00 8.6 9.6 X3.4/4B 1154.0 1165 955.0 8.33 236.0 �146.0
2011.02.18 01:30:00 5.2 4.7 X2.2/ 579.0 579 691.0 5.0 48.0 �30.0
2011.08.05 17:51:00 4.3 4.8 M 9.3/ 1089.0 1104 611.0 7.67 179.0 �115.0
2011.10.24 18:31:00 4.9 6.5 - - 633 516.0 7.33 154.0 �147.0
2012.03.08 11:03:00 11.7 11.2 X5.4/ 1187.0 1188 737.0 8.0 207.0 �143.0
2012.07.14 18:09:00 6.4 7.6 X 1.4/ 822.0 834 667.0 7.0 132.0 �127.0
2013.06.23 04:26:00 5.9 5.3 M 2.9/ 832.0 844 697.0 4.33 32.0 �49.0
2014.09.12 15:53:00 8.5 5.9 X1.6/2B 893.0 897 730.0 6.33 94.0 �75.0
2015.06.22 18:33:00 8.4 9.1 M2.6/ 1027.0 1040 742.0 8.33 236.0 �204.0
2017.09.07 23:00:00 6.9 7.7 X9.3/ - 1190 817.0 8.33 236.0 �124.0
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of SEP fluence in different energy channels and 2 - determi-
nation of power exponents for SEP fluence spectra.
3.1. SEP fluence calculation

SEP fluence is calculated by integrating SOHO/ERNE
proton flux time series in separate energy channels over
time period associated with a given FD event. First step
in this procedure is to determine this time period (and
hence integration boundaries) as precisely as possible.
Most more energetic events we considered for this analysis
have a strong SF associated with them. This may lead to a
complex picture, as FD event of interest often occurs in the
middle of a turbulent period where additional FDs (some-
times associated with other CMEs) precede or follow it. As
a consequence, clear separation of successive events and
determination of optimal integration boundaries may not
be simple nor straightforward. To make this procedure
more reliable, we have used IZMIRAN database and neu-
tron monitor data (courtesy of the Neutron Monitor Data-
base (Neutron Monitor Database, 2022)) in parallel with
SOHO/ERNE proton time series, trying to identify promi-
nent features in all three sources, so we could separate
events of interest in all energy channels as clearly as
possible.

Baseline for integration was determined based on a data
interval of at least one (but preferably several) days, where
proton flux was negligibly different from zero relative to the
flux during the event. If possible, time interval before the
event was taken for the calculation of baseline unless there
was a preceding disturbance, in which case quiet interval
following the event was taken instead. Integration of flu-
ence for several selected SOHO/ERNE energy channels
2010
for the event of 12 September 2014 is shown on Fig. 2. Inte-
gration interval is indicated with vertical dashed lines and
baseline value with a horizontal dashed line.

One interesting feature that can be observed in SOHO/
ERNE data time series is that in some cases proton flux in
the highest energy channels can dip below the baseline after
the initial increase. For a number of events such behavior is
even more pronounced, where in extreme cases it can hap-
pen that no flux increase is observed, but rather just the
decrease. We believe this indicates that the highest energy
channels have non-negligible contribution of low-energy
cosmic rays, which can increase uncertainty for fluence cal-
culation. We will refer to this again when discussing fluence
spectra in Section 3.2.

To make fluence calculation procedure more reliable we
have assigned a quality flag to each event, based on our
estimate of the uncertainty of integration, and decided on
a quality cut we deemed acceptable for further analysis.
As mentioned in Section 2.3, 21 events have passed this cri-
terium. Even then, for a number of events calculated flu-
ence proved to be sensitive to small variations of
integration boundaries, which makes it especially difficult
to give a reliable estimate of the error for the integration
procedure and should be kept in mind when discussing
the results.
3.2. Determination of SEP fluence spectra power exponents

Fluence energy spectra for all selected events were
formed using values for different energy channels, calcu-
lated as explained in the previous section. The choice of
parameters to be used to describe their shape and charac-
teristics depends on the analytic expression used to model



Fig. 2. Solar proton flux for four selected energy channels during FD event of 12 September 2014. Vertical dashed lines indicate integration interval,
horizontal dashed line indicates the baseline value, while areas shaded red correspond to result of the integration used to calculate the SEP fluence.

Fig. 3. ‘‘Knee” energy dependence on SEP fluence (integrated over full energy range) for selected events. Power function fit is indicated by the red line.

M. Savić et al. Advances in Space Research 71 (2023) 2006–2016

2011



Fig. 4. SEP fluence energy spectra for the: (a) 11 October 2001 event, (b)
24 November 2001 event. Red lines indicate the double power law fit.
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the spectrum. In general, during a SEP event spectra exhi-
bit a characteristic ‘‘bend” or a ‘‘knee”, which is not so
straightforward to describe theoretically. Various expres-
sions were proposed to model this observed feature
(Ellison and Ramaty, 1985; Mottl et al., 2001), out of
which we have decided to use the following double power
law one (Band et al., 1993; Zhao et al., 2016), as we feel
it is well suited for our analysis:

dJ
dE

¼ E�a exp � E
Eb

� �
E 6 ðb� aÞEb;

E�b b� að ÞEb½ �b�a exp a� bð Þ E > ðb� aÞEb;

8<
:

ð1Þ

where Eb is knee energy at which the break occurs, while a
and b are power-law exponents that describe energy ranges
below and above the break respectively, and consequently
are variables we chose to parametrize the SEP event.

These power-law exponents obtained by fitting fluence
spectra with Expression 1 can be very sensitive to variation
of knee energy, so some care needs to be taken in order to
determine Eb as accurately as possible.

Determination of knee energy using ‘‘by eye” method
proved to be uncertain enough for us to decide on using
a more quantitative approach, which is based on the fact
that knee energy generally depends on the integral fluence
of the event (as described in Nymmik (2013) and
Miroshnichenko and Nymmik (2014)). In accordance with
this, we firstly determined the knee energy ‘‘by eye”, plot-
ted it against integral fluence and then fitted this depen-

dence with a power function in the form of Eb ¼ aJb

(Fig. 3), where Eb is the knee energy, J integral fluence,
and a and b are fit parameters. We then used these fit
parameteres to determine Eb for each event. In several cases
where there has been some overlap of proton flux time ser-
ies profiles associated with different successive events, small
correction for integral fluence was introduced, which also
affected the knee energy value.

Fluence spectra were then fitted with expression given in
Eq. 1, using thusly calculated knee energy. On Fig. 4 we
can see two characteristic examples that illustrate how well
this expression actually models the fluence spectrum during
a SEP event. In case of 11 October 2001 event (Fig. 4a) we
see that the theoretical model fits the experimental data
reasonably well, except for some small disagreement in
the highest energy channels (feature we believe can be
explained by our assumption that there is a
non-negligible contribution of low-energy CR in this
energy range). On the other hand, for a number of events
with greater SEP flux higher energy channels tend to get
saturated (as mentioned in Section 2.1). This in turn leads
to an underestimated fluence and consequently poorer fit in
this energy range, as can be seen for the 24 November 2001
event shown on Fig. 4b. Contribution of flux in these high-
energy channels to integral fluence is very small, so this
underestimated value does not significantly affect the value
of knee energy or uncertainty of the exponent a. However,
2012
the uncertainty of exponent b is more significantly affected
and for this reason in further analysis we will rely on expo-
nent a more for the parametrization of fluence spectra.
4. Correlative analysis

We have performed correlative analysis between power
exponents chosen to parametrize SEP fluence and selected



Table 2
Correlation coefficients (r) between SEP fluence spectra power exponents and selected FD, CME and geomagnetic field indices.

a b M MM V meanC V mean V max Kpmax Apmax Dstmin

a 1.00 0.96 0.67 0.64 0.77 0.75 0.66 0.40 0.53 �0.40
b 0.96 1.00 0.67 0.67 0.72 0.70 0.60 0.44 0.50 �0.38
M 0.67 0.67 1.00 0.84 0.79 0.79 0.79 0.53 0.65 �0.41
MM 0.64 0.67 0.84 1.00 0.57 0.57 0.53 0.69 0.69 �0.46

V meanC 0.77 0.72 0.79 0.57 1.00 1.00 0.92 0.61 0.77 �0.58
V mean 0.75 0.70 0.79 0.57 1.00 1.00 0.92 0.62 0.78 �0.60
V max 0.66 0.60 0.79 0.53 0.92 0.92 1.00 0.49 0.71 �0.58
Kpmax 0.40 0.44 0.53 0.69 0.61 0.62 0.49 1.00 0.94 �0.78
Apmax 0.53 0.50 0.65 0.69 0.77 0.78 0.71 0.94 1.00 �0.87
Dstmin �0.40 �0.38 �0.41 �0.46 �0.58 �0.60 �0.58 �0.78 �0.87 1.00

Fig. 5. Dependence of FD magnitude for particles with 10GV rigidity corrected for magnetospheric effects (MM ) on power exponent a.
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parameters from Izmiran database. The results are pre-
sented in Table 2. Worth noting is the slightly lower statis-
tics for V mean due to exclusion of two events for which this
parameter was not available.

Strong correlation between FD magnitude for particles
with 10GV rigidity (M) and mean CME (V meanC ; V mean)
and maximum SW (V max) velocities illustrates the impor-
tant role these parameters have in driving FD events, as
has been discussed in detail by several authors (i.e. Belov
et al. (2014)). On the other hand, correlation between these
velocities and parameter MM is noticeably smaller. MM is
FD magnitude for particles with 10GV rigidity corrected
for magnetospheric effect (using Dst index), so we could
approximate it as an estimated measure of the FD magni-
tude in interplanetary magnetic field.

If we now look at how SEP fluence spectra power expo-
nents relate to other parameters in Table 2, we observe the
best correlation with mean CME velocities, while it is
somewhat smaller with maximum SW velocity. Correlation
with FD magnitude (M) is smaller than for CME velocities,
however interestingly the correlation with the corrected FD
magnitude (MM ) appears larger than in the case of CME
velocities. One possible explanation for this could be that
the shape of SEP fluence spectrum is more related to CR
disturbance induced in interplanetary magnetic and less
2013
to one induced in geomagnetic field. What could support
this assumption further is the fact that we observe smaller
correlation between a and b exponents and geomagnetic
indices Kpmax;Apmax and Dstmin than between these indices
and CME velocities.

It should be said that even though SEP fluence spectra
power exponents are not directly measured independent
variables, the procedure to calculate them is relatively sim-
ple, while procedure used to calculate FD magnitudes (us-
ing GSM approach) is somewhat less straightforward and
accessible. Hence, these exponents could be used to give
a first estimate of Forbush decrease magnitudes outside
atmosphere and magnetosphere. Having this in mind, we
could conclude that SEP fluence power exponents could
be better predictor variables (in the sense described above)
of FD magnitude in interplanetary space than CME veloc-
ities are, while they are less reliable predictor variables of
FD magnitude observed at Earth. If true, this could possi-
bly lead us a small step closer to empirically decoupling the
effects of IMF and geomagnetic fields on CR.

To further examine how FD magnitude corrected for
magnetospheric effects is related to the shape of SEP flu-
ence spectra, we have analyzed their dependence, which is
plotted on Fig. 5. Both power exponents exhibit similar
dependence, but only plot for a is shown, as it has consid-



Table 3
Correlation coefficients (r) between FD magnitudes for particles with 10GV rigidity (uncorrectedM and corrected for magnetospheric effectMM ) and SEP
fluence spectra power exponents, selected FD, CME and geomagnetic field indices for particles with MM P 6% (left) and particles with MM < 6% (right).

MM P 6% MM < 6%

a b V meanC V mean V max a b V meanC V mean V max

M 0.82 0.76 0.84 0.85 0.78 �0.55 �0.25 �0.08 �0.10 0.62
MM 0.77 0.76 0.52 0.49 0.55 �0.38 0.01 0.23 0.19 0.17
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erably smaller uncertainty (as mentioned in Section 3.2)
and we believe it to be a more reliable parameter. We
can see that the graph is fairly linear, as could be expected
based on the correlation coefficients, but on closer
inspection it appears as if there are two separate classes
of events with somewhat different behavior. If we loosely
divide all FD events into low-magnitude set (with MM less
than 6%) and high-magnitude set (with MM greater or
equal to 6%), we can observe much weaker dependence
of corrected FD magnitude on power exponent a for the
first class than for the second one.

To check if this observation is well founded, we look
into the correlation coefficients for these two separate
classes, which are shown in Table 3.

We can see that correlation coefficients for these two sets
are indeed very different. While in case of FDs with MM

equal or greater than 6% we observe an even larger corre-
lation than before between power exponents a and b and
both FD magnitude and corrected FD magnitude (ap-
proaching the values of correlation coefficients for CME
velocities), coefficients for FDs with MM less than 6% have
very different values, correlation even being negative.
Although statistics for this second set of events is rather
small (and hence the uncertainty for correlation coefficients
might be large), it appears that the assumption about two
classes of events does stand. What is more, we observe a
similarly drastic difference in correlation coefficients
between FD magnitudes and mean CME velocities (with
little to none correlation for events with MM < 6%), also
pointing to the existence of two separate classes of events.
This could need to be further confirmed using larger statis-
tics, i.e. by including FD events with magnitudes smaller
than 4%.
5. Conclusions

We analyzed the connection between CME, SEP and
FD events, investigating how the shape of SEP fluence
spectra during the global disturbance relates to different
CME and FD parameters typically used in such analysis.
We fitted SEP fluence spectra with double power law and
used power exponents (a and b) from these fits to parame-
trize the shape of SEP fluence spectra.

By the means of correlative analysis we investigated the
connection between SEP fluence spectra power exponents
and selected CME and SW parameters (mean CME and
maximum SW velocities), as well as selected FD parame-
ters (magnitude for 10GV particles and magnitude for
2014
10GV particles corrected for magnetospheric effect) and
various parameters of geomagnetic activity (Kp;Ap and
Dst indices).

We observed largest correlation between power expo-
nents and CME velocities. The correlation between power
exponents and FD magnitude (M) is significant yet smaller
than in case of mean CME velocities (V meanC; V mean) and FD
magnitude. On the other hand, the correlation between FD
magnitude corrected for magnetospheric effects (MM ) and
power exponents is larger than between these magnitudes
and mean CME velocities.

The dependence of corrected FD magnitude on power
exponent a possibly indicates two separate classes of events
in terms of corrected magnitude value, rough boundary
being corrected FD magnitude value of 6%. Events with
corrected FD magnitude larger than 6% show increased
correlation with power exponent a, while for the set of
events with this magnitude smaller than 6% correlation
even has opposite sign. Similarly considerable difference
between two classes of events can be observed in
correlations of mean CME velocities and corrected FD
magnitude. Even taking into account smaller number of
events used in the analysis, this could be an indication of
these two groups of events exhibiting different behavior.

With everything considered, we believe we have demon-
strated an important connection of the shape of SEP flu-
ence spectra with CME and FD events, and that power
exponents a and b can be valuable new parameters to be
used in the future study of mentioned phenomena. They
seem to be better predictor variables of FD magnitude
(and hence CR disturbance) in interplanetary magnetic
field than CME velocities, especially in the case of events
where FD magnitude corrected for magnetospheric effect
is larger than 6%.
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1.  Introduction
Meteorological effects on muon component of secondary cosmic rays have been known and studied for 
almost a century. A number of meteorological parameters contribute to variation of muon flux in the atmos-
phere, but two are the most significant: atmospheric pressure and atmospheric temperature.

Aperiodic fluctuations of intensity, discovered in the very early cosmic ray measurements, were eventually 
attributed to the variation of atmospheric pressure by Myssowsky & Tuwim (1926) (associated effect dubbed 
barometric), while temperature effect has been discovered more than a decade later and has two compo-
nents: negative (first quantitively described by Blackett, 1938) and positive (suggested by Forró, 1947). Bar-
ometric effect represents variation of muon flux due to variation of the mass of the absorber (air column) 
above the detector. Negative temperature effect is a consequence of dependence of effective height of muon 
generation level on the atmospheric temperature, resulting in longer muon path and increased probability 
of decay with higher temperature. Positive temperature effect has to do with positive correlation between 
atmospheric temperature and air density, decreasing the probability of nuclear interactions and increasing 
the probability of decay of muon-generating pions with the increase of temperature.

In order to study variations of primary cosmic rays (CR) using Earth based muon detectors, it is of the ut-
most importance to describe these meteorological effects as precisely as possible so they can be corrected 
for. A precise correction for meteorological effects significantly increases sensitivity of muon detectors to 
CR variations, making them a more usable counterpart to neutron monitors (the other widely used type of 

Abstract  Correction of meteorological effects on muon component of secondary cosmic rays 
significantly extends the usability of muon monitors. We propose a new data driven empirical method for 
correction of meteorological effects on muon component of secondary cosmic rays, based on multivariate 
analysis. Several multivariate algorithms implemented in Toolkit for Multivariate Data Analysis with 
ROOT framework are trained and then applied to correct muon count rate for barometric and temperature 
effects. The effect of corrections on periodic and aperiodic cosmic ray variations is analyzed and compared 
with integral correction method, as well as with neutron monitor data. The best results are achieved by the 
application of linear discriminant method, which increases sensitivity of our muon detector to cosmic ray 
variations beyond other commonly used methods.

Plain Language Summary  Primary cosmic rays are energetic particles that arrive at Earth 
from space. On their journey toward Earth they are affected by the solar wind (a stream of charged 
particles emanating from the sun), which has information about various solar processes embedded in it. In 
top layers of the atmosphere primary cosmic rays interact with nuclei of air molecules and produce large 
number of secondary particles that propagate toward Earth's surface. These secondary particles preserve 
information about variations of primary cosmic rays, which allows for the study of solar processes using 
Earth based detectors. One type of secondary particles that can be detected on the ground are muons. 
However, muons are affected by the conditions in the atmosphere, which can disturb the information 
about variations of primary cosmic rays. That is why it is important to model these atmospheric effects on 
cosmic ray muons as well as possible so they can be corrected for. In this study, we present a new method 
for modeling and correction of atmospheric effects on cosmic ray muons, that is based on multivariate 
analysis utilizing machine learning algorithms. This method increases sensitivity of our muon detector to 
cosmic ray variations beyond other commonly used methods.
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Space Weather

ground based cosmic ray detectors), as muon detectors are normally responsive to higher energy prima-
ry cosmic rays. Additionally, muon monitors have a unique application in diagnostics of the atmosphere, 
allowing for prediction of atmospheric temperatures provided a good model of meteorological effects is 
available (Belov et al., 1987; Kohno et al., 1981).

Several empirical and theoretical models of meteorological effects have been proposed over the years, based 
on which corrections can be performed. Even though full set of meteorological effects is larger, in this anal-
ysis we will concentrate on the correction of temperature and barometric effect only, so results can be more 
easily compared to other methods.

Some of the most commonly used methods for temperature correction are: method of effective level of gen-
eration, introduced by Duperier (1949), integral method, developed by Feinberg (1946), Dorman (1954), and 
others (Maeda & Wada, 1954; Wada, 1962), method of mass-averaged temperature developed by Dvornikov 
et al.  (1976), and method of effective temperature (mostly applicable to underground detectors) (Barrett 
et al., 1952).

Each of these methods have their own advantages, but in this study, we have decided to use the integral 
method as a reference against which to compare the results of our analysis. Main reason being is that it is 
derived from the theory of meteorological effects, which involves the most detailed analysis, as well as it 
being the least approximative. According to this approach, relative variation of muon count rate due to the 
temperature effect can be expressed as:

  
0

0

( ) ( ) ,
h

temp

I h T h dh
I

        � (1)

where   is temperature coefficient density function, T  is temperature variation and 0h  is atmospheric 
depth of the observation level expressed in g/cm2. Temperature coefficient density function is calculated 
theoretically, while temperature variation is calculated relative to some reference temperature for the peri-
od, usually mean temperature. In practical application, integration in Equation 1 is substituted with a sum, 
taking into account some finite number of isobaric levels.

Analysis of barometric effect is also included in the theory of meteorological effects, but barometric coeffi-
cient is rarely calculated theoretically. Most commonly it is determined using linear regression, assuming 
linear dependence between atmospheric pressure and muon flux:

   ,
pres

I P
I

      � (2)

where   is barometric coefficient, and P represents atmospheric pressure variation.

Each of the mentioned methods is at least in some part approximative, so the idea behind this work is to 
introduce a new empirical method for correction of meteorological effects that would be data driven, as-
suming as little as possible upfront. Other advantages of such approach are that it does not depend on the 
design of the detector, location of the site or topology of the surrounding terrain (as these would ideally be 
factored in by the model), and that it can be applied in near-real time. Additionally, proposed method can 
be used in the analysis and potential correction of temperature effect of neutron component of cosmic rays, 
as part of detected neutrons can originate from cosmic ray muons captured in the nuclei of the shielding of 
a neutron monitor detector (Dorman, 2004). Finally, in principle it can easily be generalized to take wider 
set of meteorological parameters into account.

As the presented problem is multidimensional, involving a relatively large number of correlated variables, 
we have decided to employ multivariate analysis, relying on machine learning techniques. In some re-
cent work (Morozova et al., 2017; Savic et al., 2019) decorrelation of atmospheric variables and numerical 
modeling has been successfully applied to the study of interaction of cosmic rays with Earth's atmosphere, 
so utilizing adaptive and flexible machine learning methods could possibly yield further improvement, 
potentially revealing additional dependencies and taking higher order effects into account. This approach 
involves application of a number of multivariate algorithms, more or less rooted in statistical machine 
learning, to our problem and comparing their consistency and effectiveness with selected reference results.
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Space Weather

Large part of variations observed in continuous cosmic ray measurements can be attributed to different 
space weather phenomena, due to modulation of primary cosmic rays in the heliosphere. In terms of tem-
poral properties, they can be classified as periodic or aperiodic. We will test how newly introduced methods 
for correction of meteorological effects affect the sensitivity for detection of both periodic as well as aperi-
odic variations of muon flux of nonterrestrial origin, and how it ultimately compares to the sensitivity of 
neutron monitors.

2.  Data
For the analysis of meteorological effects both muon flux and meteorological data are needed. Muon flux 
was measured experimentally in the Low Background Laboratory at the Institute of Physics Belgrade, while 
meteorological data is a combination of modeled atmospheric temperature profiles, and atmospheric pres-
sure and ground level temperature measured locally.

2.1.  CR Muon Data

Low Background Laboratory (LBL) is located on the grounds of the Institute of Physics Belgrade. Geograph-
ical coordinates for the laboratory are 44°51′N and 20°23′E, with elevation of 75 m and geomagnetic cutoff 
rigidity of 5.3 GV. Detector system is comprised of a 100 × 100 × 5 cm plastic scintillator with accompany-
ing read-out electronics. Median energy for the detector system is (59 2)  GeV (Veselinović et al., 2017), 
with muon flux of 2(1.37 0.06) 10   per cm2 s. Electron contamination determined for a previously used 
experimental setup was ∼24% (Dragić et al., 2008), and is assumed to be comparable for the current one 
(Joković, 2011). More detailed description of the laboratory and the experimental setup can be found else-
where (Dragic et al., 2011). Native muon count rate data has time resolution of 5 min, but hour sums are 
also frequently used in analysis.

Continuous cosmic ray muon flux measurements have been ongoing in LBL since 2002, current setup being 
utilized since 2009. Data are available to public via an online interface on the Belgrade Cosmic Ray Station 
internet site (Low Background Laboratory for Nuclear Physics, 2020).

As with any long-term measurement, some shorter interruptions and inconsistencies are unavoidable, 
hence when choosing the interval to be used for the analysis we decided to use a one-year period from June 
1, 2010 to May 31, 2011, where measurements had the most continuity and consistency. Additionally, using 
a one-year period should remove any potential bias, primarily due to annual temperature variation.

2.2.  Meteorological Data

Meteorological parameters needed for the analysis come from two sources: Atmospheric temperature pro-
file data are produced by an atmospheric numerical model, while atmospheric pressure and ground temper-
ature data come from local measurements.

Meteorological balloon soundings above Belgrade done by Republic Hydro-meteorological Service of Serbia 
(RHMZ, 2020) are not frequent enough for the purposes of this analysis, so modeled data for atmospher-
ic temperature profile are used instead. Several numerical atmospheric models can provide such data. In 
this work, we have chosen Global Forecast System (GFS) produced by National Centers for Environmental 
Prediction (GFS, 2020), which has been found to be in best agreement with ballon soundings done above 
Belgrade. Comparison was done where soundings data were available, as described in our previous study 
(Savic et al., 2019). GFS provides a large number of modeled atmospheric parameters among which are 
atmospheric temperatures for different isobaric levels. Modeled data sets are being produced four times per 
day (at hours 00:00, 06:00, 12:00, and 18:00). In addition, analysis data are also available, reprocessed post 
festum and taking into account real data measured by world network of meteorological services. In this 
analysis, we have been using such reprocessed atmospheric temperatures for the following isobaric levels: 
10, 20, 30, 50, 70, 100, 150, 200, 250, 300, 350, 400, 450, 500, 550, 600, 650, 700, 750, 800, 850, 900, 925, and 
975 mb. Data are available with spatial resolution of 0.5° of geographical longitude/latitude, so coordinates 
closest to the laboratory coordinates were chosen. Data were then interpolated with cubic spline, similar as 
in Berkova et al. (2012), and sampled in finer time resolution needed for the analysis.
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Atmospheric pressure and ground temperature data are compiled from different meteorological stations in 
and around Belgrade, and then interpolated as described in more detail elsewhere (Savic et al., 2016). Final-
ly, unique time series of combined modeled and measured meteorological data, with finest time resolution 
of 5 min, is assembled to be used in the analysis.

3.  Methodology
The use of machine learning has seen an unprecedented expansion in the last decade. The main strength of 
such approach being that it does not assume any a priori model, but is data driven and thus able to poten-
tially discover hidden dependencies. This is especially true when applied to large data sets with many cor-
related variables. In this study, we want to establish whether such approach would yield any improvements 
when applied to the problem of meteorological effect on cosmic ray muons.

To test this, we have decided to use toolkit for multivariate analysis (TMVA) package which provides a 
ROOT-integrated environment for application of multivariate classification and regression techniques 
(Hoecker et al., 2007). The package has been developed for the use in high-energy physics and contains im-
plementation of a number of supervised learning algorithms, which utilize training and testing procedures 
on a sample data set to determine the mapping function. Mapping function maps the input parameters to 
output target value, trying to model the actual functional dependence (“target” function) as accurately as 
possible. The structure of the mapping function is algorithm specific, and can be a single global function 
or a set of local models. Trained algorithm is then applied to the full data set and provides either a signal/
background separation (in case of classification) or prediction of target value (in case of regression).

For us, the later application is especially interesting. The idea is to train the mapping function, using me-
teorological parameters as input variables, and muon count rate as the regression target, and use trained 
function to produce the predicted target output for a larger data set. In principle, implementation of this 
procedure is specific for different analysis frameworks. TMVA provides template code for the training and 
application of multivariate methods, where optimal parameters obtained in the training/testing phase are 
stored in “weight” files to be used in the application phase. Thusly predicted muon count rate would ideally 
contain only variations related to meteorological effects, while the residual difference between modeled 
and measured muon count rate would contain variations of non-meteorological origin. We would apply this 
procedure for a number of algorithms implemented in TMVA, compare their performance and efficiency 
based on several criteria, and finally suggest the methods best suited for the modeling, and ultimately the 
correction, of meteorological effects.

Corrected muon count rate would be calculated according to the following equation:

N N Ncorr

  
( ) ,= +� (3)

where

   ( )modN N N � (4)

is the difference between the modeled and measured muon count rate.

Not all machine learning methods are equally suited for all types of problems and selection of the optimal 
method for a particular application is rarely straightforward. The efficiency of different algorithms depends 
on a number of factors: Whether they are used for classification or regression, is correlation between param-
eters linear or nonlinear, what is the general complexity of the problem and required level of optimization, 
and so on. One can only assume the efficiency of any given algorithm upfront but there is no clear general 
rule which one will perform best in a particular situation. Often, several algorithms with specific strengths 
and weaknesses can be applied to the same problem and only through analysis of the final result the opti-
mal one can be determined. For this reason, in our analysis we have decided to indiscriminately include the 
largest number of algorithm classes available in TMVA, and only after extensive parallel testing narrow the 
selection down to the optimal one.

We will briefly describe different classes of multivariate methods available in TMVA, as well as list specific 
algorithms that were chosen as representative for each class. First class are methods based on probability 

SAVIĆ ET AL.

10.1029/2020SW002712

4 of 16

 15427390, 2021, 8, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2020SW

002712 by R
eadcube (L

abtiva Inc.), W
iley O

nline L
ibrary on [27/03/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Space Weather

density estimation (PDE) techniques, where actual probability density function is estimated based on the 
available data. Here we have selected to test two specific multidimensional implementations, somewhat 
similar in nature: PDE range-search (PDE-RS) and k-nearest neighbor (KNN) algorithms. Examples of use 
of this approach for multivariate regression are scarce, but the success with which PDERS was applied in 
classification problems in high-energy physics (Carli & Koblitz, 2003) motivated its use here. Second class 
are methods based on function discriminant analysis. These methods are widely used for dimensionality 
reduction and classification. Here, we selected the linear discriminant (LD) algorithm which shares some 
similarities in the approach with principal component analysis (PCA), in that it maps a space of potentially 
correlated input variables onto a smaller space of uncorrelated variables, but in addition to PCA it also 
maximizes the separation between output classes, making it a natural choice for application to our prob-
lem. Algorithms that employ higher order functions were also tested, but as could be expected performed 
more poorly. Application of artificial neural networks (ANN) to multivariate regression problems has seen 
expansion in recent years, where ANN methods often perform better than more straightforward regression 
techniques, especially if some degree of nonlinearity is present. Even though the dependence of cosmic 
ray muon flux on atmospheric temperatures is linear, we felt it is certainly worth investigating how ANN 
methods would perform when applied to this problem, and if any additional hidden dependence would be 
revealed. We have chosen to apply the MLP, as it is the fastest and most flexible available ANN algorithm in 
TMVA. Finally, method of boosted regression trees (BDT) employs a larger number (forest) of binary deci-
sion trees, which split the phase space of input variables based on a yes/no decision to a series of sequential 
cuts applied, so to predict a specific value of the output variable. They have been very successfully applied 
to classification problems in high-energy physics (Lalchand, 2020), but can also be used for multivariate 
regression with the similar rationale as for the ANN. We have selected two representative algorithms for 
testing: boosted decision tree (BDT) and gradient boosted decision tree (BDTG).

In this analysis, the procedure is applied to correction of barometric and temperature effect but it is easy to 
see how it can be extended to include more atmospheric variables, especially as such data is readily available 
from atmospheric numerical models.

3.1.  Training Procedure

For the training/testing data subset we have selected data for the 10 geomagnetically quietest days of each 
month (list provided by GFZ German Research Center for Geosciences, GFZ Potsdam, 2020), as we expect 
variations due to meteorological effects to be more pronounced here. This subset was then further split into 
training and testing data set, where 70% of randomly selected data was used for training while remaining 
30% was used for testing. Data time resolution used was 5 min as it gave us a larger statistics for training.

There is a number of settings that can be manipulated for each of the multivariate algorithms used. They 
vary from some basic parameters, to selection of different subalgorithms or various options that can be 
turned on or off. For each algorithm, we have selected the optimal set of parameters. The criterium for op-
timal performance was minimizing the average quadratic deviation of the modeled output versus the target 
value. Also, where allowed by the algorithm, input variables were decorrelated prior to further processing.

Table 1 shows the values of average quadratic deviation for the modeled output (modeled muon count rate) 
versus the target value (measured muon count rate) for different algorithms. First two columns refer to the 
training data subset while second two columns refer to the testing data subset. First and third column rep-
resent average quadratic deviation defined as  2 1/2( ( ) )MVA targetf f  (where MVAf  and targetf  represent modeled 
and measured count rates, respectively), while second and fourth columns represent truncated average 
quadratic deviation which takes into account 90% of data with least deviation. As previously mentioned, the 
criterium for selection of optimal parameters for every algorithm is the minimal value of average quadratic 
deviation for the test data subset.

3.2.  Algorithm Performance Analysis

All presented multivariate algorithms have no built in knowledge about the studied effect, so in addition to 
quantitative test mentioned in the section above, we introduce some qualitative analysis designed to esti-
mate the integrity of modeled data. Prime concern here would be to test whether the suggested procedure 
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for the correction of barometric and temperature effect (PT correction) removes these meteorological effects 
only, while leaving all other features nonperturbed. To this end, we will analyze several distributions of 
modeled data, compare them with raw and reference PT corrected data (obtained using the integral meth-
od) and look for possible anomalous features.

First, we will look into structure of distributions of difference between modeled and measured muon count 
rate as a function of measured count. We want to make comparison between these distributions in the 
training phase (for the test data subset) and after the trained algorithm was applied to the full data set. We 
would expect these distributions to be consistent, and appearance of some new structures or strong trends 
would point to some perturbation in the application phase. We have selected two examples to illustrate 
the difference in consistency of application of trained algorithms—BDTG and PDERS, their distributions 
shown in Figure 1.

We can see that distributions for BDTG algorithm for test data subset (Figure 1a) and full data set (Fig-
ure 1b) are fairly similar, and any structures and trends in the test distributions are mostly well replicated in 
the full data set distributions (different statistics taken into account). This is the case for most applied algo-
rithms except for PDERS, where some dependence of the count rate, negligible for the test data distribution 
(Figure 1c), exists for the full data set distribution (Figure 1d).

Another, more important feature, is that for some algorithms distributions we analyzed in the previous 
paragraph are not smooth, but rather display some structures. To get further insight into these structures, 
for all featured methods we plotted distributions of modeled muon count rate along with the distribution of 
raw count rate on the same graph, as shown in Figure 2.

In order to better understand shapes of distributions and any structures observed in plots in Figure 2, it 
would be helpful to compare them to equivalent plots for muon count rates corrected for pressure and 
temperature effects using a well-established reference method. However, before we take a look at these 
distributions, we will first briefly describe procedures used to obtain reference PT correction.

Temperature and barometric effect are typically corrected for independently, where one of several methods 
mentioned in Section  1 is used for temperature correction, and barometric coefficient for pressure cor-
rection is determined empirically. Integral method for correction of temperature effect is widely accepted 
as the most accurate one. It is based on the theory of meteorological effects and takes complete atmos-
pheric temperature profile and relevant processes into account. Most thorough description of the theory of 
meteorological effects is given by Dorman (2004), where temperature coefficient density function ( )h  in 
Equation 1 is given in its integral form. In order to be applied, this function is then calculated through inte-
gration, substituting parameters specific to the location of the experiment. Temperature coefficient density 
functions for the location of Low Background Laboratory for Nuclear Physics were calculated using Monte 
Carlo integration technique. In order to determine barometric coefficient, temperature corrected muon 
data were plotted as a function of atmospheric pressure (using entries for 10 geomagnetically quietest days 

SAVIĆ ET AL.

10.1029/2020SW002712

6 of 16

Method

Training Testing

Average deviation 
(counts/5 min)

Truncated deviation 
(counts/5 min)

Average deviation 
(counts/5 min)

Truncated average 
(counts/5 min)

PDERS 234 185 258 201

KNN 224 177 233 185

LD 286 225 284 223

MLP 228 180 234 186

BDT 219 182 237 188

BDTG 223 174 236 187

Abbreviations: BDT, boosted decision tree; BDTG, gradient boosted decision tree; KNN, k-nearest neighbor; LD, linear 
discriminant.

Table 1 
Average Quadratic Deviation for Selected Multivariate Methods
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of each month only), coefficient determined via linear regression separately for each calendar year. Both 
procedures are presented in greater detail in our previous work (Savic et al., 2016).

Distributions equivalent to ones shown in Figures 1 and 2 were plotted for reference pressure and temper-
ature corrected data, as shown in Figure 3. The analog for the modeled muon count rate is calculated from 
the variation due to pressure and temperature effects calculated based on the integral method. It is worth 
pointing out that distributions for reference PT corrected data are noticeably less smooth, which can be 
mostly attributed to lower statistics used as only hour summed data was available for this correction.

Based on these plots, we can conclude that we should not expect a significant deviation between raw and 
corrected data and that corresponding distributions should not have any characteristic structures. Most 
plots in Figure 2 are consistent with this expectation, however, some structures can be observed in KNN 
plots, and to a degree in BDT plots, while distribution plotted for PDERS algorithm does not have these 
structures but appears to somewhat deviate from raw data distribution.

Another insight into performance and consistency of different multivariate algorithms when applied to the 
modeling of meteorological parameters can be gathered by the way of spectral analysis of PT corrected data. 
Pressure and temperature corrected muon count rate was determined for all selected algorithms using mod-
eled data, as described in Section 3. Since some gaps exist in our muon data, Lomb-Scargle algorithm was 
used to obtain the power spectra, as it is less sensitive to uneven data sampling (Press et al., 2007). Figure 4 
shows power spectra for raw and muon count rates corrected for pressure and temperature effects using 
integral and two illustrative examples of multivariate methods. Full spectrum as well as selected interval 
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Figure 1.  Distribution of difference between modeled (regression) and measured (true) muon count rate as a function of measured muon count rate for: (a) 
gradient Boosted decision tree (BDTG)—test data set, (b) BDTG—full data set, (c) PDERS—test data set, and (d) PDERS—full data set.
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Space Weather

of frequencies around the periodicity of one day are shown, red dashed line indicating significance level of 
0.01.

If integral method is again used as a reference, we can see that thus obtained PT correction does not remove 
daily variation, but rather makes it more pronounced. This should not come as a surprise, as only smaller 
part of the diurnal variation can be attributed to meteorological effects (Quenby & Thambyahpillai, 1960), 
while larger part is of nonmeteorological origin. Hence, removing variation due to atmospheric pressure 
would make daily variation more prominent. LD, and to a degree BDT/BDTG methods, have an effect on 
daily variation similar to the integral method, but for BDT method (bottom right in Figure 4) we observe 
emergence of some frequencies with significant power that cannot be associated with any known perio-
dicity of cosmic rays, and probably have artificial origin. Such features are even more pronounced for the 
remaining multivariate algorithms, where in addition an over-reduction of power frequency corresponding 
to diurnal variation to can be observed. Over-reduction of daily variation coupled with introduction of ar-
tificial variations with significant powers points to possible inadequateness or overtraining of some of the 
multivariate methods.
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Figure 2.  Comparison between distributions of raw (yellow) and muon count rate modeled by selected multivariate methods (green).

Figure 3.  Distribution of difference between muon count rate calculated from the variation due to pressure and temperature effect using integral method and 
measured muon count rate as a function of measured muon count rate (left), and comparison between distributions of raw (yellow) and calculated muon count 
rate (green) shown on the right.
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Space Weather

The effect on annual variation is difficult to determine based on the spectral analysis as period of only one 
year is analyzed, but we will introduce some quantitative tests in the next section that will help us with this 
estimate.

4.  Results
We will use two criteria to estimate the efficiency of newly introduced methods for PT corrections. One will 
rely on the effectiveness with which the multivariate algorithms remove the annual variation and reduce 
variance, while the other will be based on the effect the correction has on detection sensitivity for aperiodic 
events, such as Forbush decreases (Forbush, 1937). In both cases, we will compare the results with the ones 
obtained by the integral method.

4.1.  Effects of PT Correction on Periodic CR Variations

Significant part of the annual variation of cosmic ray muon flux can be attributed to the variation of atmos-
pheric temperature (Hess, 1940). As mentioned before, the effectiveness with which this effect is corrected 
for will affect the detector sensitivity to variations of primary cosmic rays of non-atmospheric origin.

We will examine time series for pressure and temperature corrected data and compare them with raw and 
pressure corrected time series, especially taking note of how PT correction affects the annual variation. In 
order to estimate this effect, we fit the time series (except for raw data) with sine function with a period of 
one year. The amplitude of pressure corrected data determined from such fit will be used as an estimate of 
the annual muon flux variation, and serve as a reference against which to compare the effect of PT correc-
tion by different methods. In Figure 5 time series for raw, pressure corrected and pressure and temperature 
corrected data are shown. For the sake of simplicity, not all time series for data PT corrected using multivar-
iate algorithms are shown, but rather only characteristic ones. Table 2 shows values for the annual variation 
amplitude for pressure and PT corrected time series, as well as possibly more informative reduction of 
annual variation calculated relative to the amplitude of the pressure corrected muon flux.

While, time series in Figure 5 for data PT corrected using integral, LD and BDTG methods do not seem 
to have some unexpected fluctuations, that is not the case for MLP method, where one can observe some 
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Figure 4.  Power spectra for raw data (top left), PT corrected data using integral method (top right), and PT corrected data using selected multivariate methods 
(second row). For each method, both full spectrum and a range of frequencies around periodicity of one day are shown. Significance level of 0.01 is indicated by 
the red dashed line.
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Space Weather

data that appears to deviate from the mean more significantly than what would be intuitively expected. For 
remaining multivariate algorithms this is even more the case. In order to try and quantify this visual com-
parison, we will analyze the effect corrections have on standard deviation of the data. If calculated relative 
to the mean muon flux for the whole period, standard deviation would be sensitive to the residual annual 
variation. To make standard deviation independent of the seasonal variation, we used a moving ten-day 
window to determine the mean value and then calculated the standard deviation relative to it.

Figure 6 shows distributions of relative variation of muon flux in respect to the moving window mean value 
for raw data and PT corrected data using integral, LD and MLP methods. It is based on these distributions 
that standard deviation was determined and results are presented in Table 3. Comparing standard devia-

tions for PT corrected muon flux obtained by multivariate methods with 
the one obtained by the integral method, we can see that for LD, BDT, 
and BDTG algorithms they have comparable values. The difference is 
somewhat larger in the case of MLP, which is in accordance with features 
observed in Figure 6, while it is significantly larger for the remaining al-
gorithms. This indicates that PT correction performed using KNN and 
PDERS (and possibly MLP) algorithms probably introduces some artifi-
cial features into PT corrected muon flux data.

One way to evaluate the effectiveness of different algorithms in reduction 
of the seasonal variation even better, would be to compare the PT cor-
rected muon data to pressure corrected time series for selected neutron 
monitor detectors. The reasoning is based on a well-known fact that me-
teorological effects on the neutron component of secondary cosmic rays 
are dominated by the barometric effect. Temperature effect does exist for 
the secondary cosmic ray neutrons, but whether calculated theoretically 
(Dorman, 2004) or determined experimentally (Kaminer et al., 1965), it 
is still an order of magnitude smaller than for the muon component and 
typically not corrected for in neutron monitor data. Based on this, we 
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Figure 5.  Muon count rate time series for the period from June 1, 2010 to May 31, 2011: raw data (top left), pressure corrected data (top right), PT corrected 
data using integral method (second row left) and data PT corrected using selected multivariate methods.

Method Amplitude (%) Relative reduction (% of P corrected)

P corrected 1.11 ± 0.09 /

Integral 0.40 ± 0.03 64 ± 6

PDERS 0.09 ± 0.02 92 ± 3

KNN 0.24 ± 0.04 79 ± 5

LD 0.11 ± 0.03 90 ± 4

MLP 0.03 ± 0.01 98 ± 2

BDT 0.12 ± 0.03 89 ± 4

BDTG 0.086 ± 0.009 92 ± 2

Abbreviations: BDT, boosted decision tree; BDTG, gradient boosted 
decision tree; KNN, k-nearest neighbor; LD, linear discriminant.

Table 2 
Amplitude and Reduction of the Amplitude of Annual Variation Relative 
to Pressure Corrected Data (P Corrected) for PT Corrected Data (Using 
Integral and Selected Multivariate Methods)
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Space Weather

believe pressure corrected neutron monitor data to be (in the first approximation) independent from mete-
orological effects, and hence a good reference for the evaluation of effectiveness of different methods for PT 
corrections of muon flux data.

For this comparison, we have chosen neutron monitors located in Athens and Rome, as they had the most 
consistent operation in the period we use for the analysis. Respective geomagnetic cutoff rigidities for these 
neutron monitors are 8.53 and 6.27 GV. Pressure and efficiency corrected relative neutron count rate was 
acquired via Neutron Monitor Database (NEST, 2020), presented for the said period in Figure 7. As for the 
muon flux data, relative neutron count rate time series were fitted with sinusoidal function, with a period of 
one year, to obtain the amplitude used as an estimate of the annual variation. Neutron monitors are more 
sensitive to lower energy secondaries than muon detectors so their time series can exhibit larger variations, 
which in turn can affect the fitting algorithm. However, in this case the fits seem to be dominantly affected 
by the relatively stable period between June and November 2010, hence we believe them to be a reliable 
estimate of the seasonal variation amplitude. Thus acquired annual variation amplitude for Rome neutron 
monitor is (0.29 0.01 )%, while for the Athens neutron monitor it is (0.17 0.05 )%.
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Figure 6.  Relative variation of muon count rate calculated in respect to mean count in the ten-day moving window, for raw data (top left), PT corrected using 
integral method (top right), and data PT corrected using selected multivariate methods (second row).

Method Raw Integral PDERS KNN LD MLP BDT BDTG

Relative deviation (%) 1.117 0.592 0.990 0.785 0.533 0.687 0.607 0.551

Abbreviations: BDT, boosted decision tree; BDTG, gradient boosted decision tree; KNN, k-nearest neighbor; LD, linear discriminant.

Table 3 
Standard Deviation of Relative Variation of Muon Count Rate for Raw and Data Corrected for Pressure and Temperature Effect (Using Integral and Selected 
Multivariate Methods)
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Comparing these values with the ones in Table 2, we see that methods KNN, LD, and BDT yield the most 
similar results. PDERS and MLP seem to underestimate the annual variation, while the integral method 
estimates a somewhat larger value.

Observed overall poor performance of KNN and PDERS algorithms could possibly be explained by the 
fact that these algorithms perform best when applied to problems involving strong nonlinear correlations, 
and are less efficient when dependencies between variables are dominantly linear (Hoecker et al., 2007). 
Additionally, these algorithms typically need a large training sample, so possibly statistics in our analysis 
was inadequate. However, artificial neural networks (such as MLP) should in principle be well suited for 
multivariate linear regression, and perform better than observed results suggest. Most likely, using minimi-
zation of the average quadratic deviation as a sole criterium for the selection of optimal parameters in the 
training phase may lead to overtraining (Montgomery et al., 2006), and additional qualitative criteria (i.e., 
ones introduced here) and more careful parameter control should also be used. BDT and BDTG algorithms 
performed reasonably well even though they are not optimized for treatment of linear multivariate prob-
lems, however, spectral analysis indicates a further improvement can be made. Additionally, all algorithms 
would probably benefit from a longer data interval of several years being used.

4.2.  Effects of PT Correction on Aperiodic CR Variations

As mentioned before, apart from increasing sensitivity of muon detectors to periodic variations of primary 
cosmic rays, correcting raw muon flux data for meteorological parameters also affects detector sensitivity to 
aperiodic events which occur due to heliospheric modulation of primary cosmic rays. Here, we will analyze 
the effect PT correction, performed by application of different multivariate algorithms, has on detection 
of Forbush decrease events. We have chosen to concentrate on Forbush decreases as our muon detector is 
much less sensitive to other aperiodic events, such as ground level enhancements (GLE).

Forbush decrease (FD) events are typically characterized by their amplitude, so it could be a natural choice 
for a parameter to be used as a measure of detection sensitivity. However, another requirement for defini-
tion of sensitivity could be that detected signal significantly deviates from random fluctuations. That is, why 
we have decided to use the ratio of the amplitude to the standard deviation of muon flux, or relative am-
plitude, as an estimate of sensitivity to aperiodic events, rather than the actual amplitude. As we primarily 
focus on the magnitude of Forbush decreases, when we mention an FD event in the following text it mainly 
refers to the decrease phase and not the recovery phase.

To determine the amplitude, we have used a method proposed by Barbashina et al. (2009). The idea is to 
make the result independent from different trends leading up to, and following the actual FD. To do this, 
two intervals are defined: one i days before the onset of the FD, where i can have value (1, , )n  days, and the 
other p days after the end of the decrease, where p can have value (1, , )m  days. These intervals are then 
detrended using fit parameters obtained from linear regression. Mean count is determined for the detrend-
ed time series before the onset of FD for j days (where 1, ,j i  ), and for the detrended time series during 
recovery stage for q days (where 1, ,q p  ). Thus, in total we obtain !n  values for mean detrended count be-
fore the onset of FD, and !m  values for mean detrended count for the recovery stage. FD amplitude estimate 
is then calculated for each combination of “before” and “after” values according to the following formula:

( , )( , )

( , ) 100%,
p qi j

before afterpq
ij i j

before

I I
A

I
  

 
 

� (5)
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Figure 7.  Relative neutron count rate time series for the period from June 1, 2010 to May 31, 2011 for Athens (left) and Rome (right) neutron monitors.
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where beforeI  and afterI  are respective values for mean detrended count for intervals before the onset and after 
the end of the Forbush decrease. Finally, FD amplitude is calculated as the average of individual pq

ijA  values, 
rms deviation from the mean of the distribution used as an error estimate.

During the one-year period we used for the analysis there was a large number of Forbush events, but most 
of them had rather small amplitudes. We have analyzed several, however, here we will focus on the one 
with the largest magnitude as the results are most easily interpreted. The event is a Forbush decrease that 
occurred on February 18, 2011 in relation to X2.2 solar flare, and according to IZMIRAN space weather da-
tabase (IZMIRAN, 2020) had 10 GV rigidity particle variation magnitude of 5.4. In Figure 8, we have shown 
plots that represent procedure described in the previous paragraph, applied to PT corrected datasets using 
integral method and selected multivariate algorithms. Procedure is also applied to pressure and efficiency 
corrected data for Athens and Rome neutron monitors, raw data also presented for reference. On the plots, 
interval leading to the onset of FD is indicated by red dashed lines, while recovery interval after the decrease 
is indicated by green dashed lines. We have chosen the lengths of both intervals to be four days ( 4n m  ). 
Linear fits are represented by solid red and green lines, respectively, while detrended intervals are plotted 
using gray lines. Amplitudes and relative amplitudes calculated from the differences of means of detrended 
intervals are shown in Table 4.
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Figure 8.  Time series for the interval around Forbush decrease of February 18, 2011: raw muon data (top left), PT corrected muon data using integral (top 
right), linear discriminant (center left) and gradient boosted decision tree (center right) methods, and neutron monitor data for Athens (bottom left) and Rome 
(bottom right) neutron monitors. Interval leading into (red) and following the Forbush decrease (FD) (green) are highlighted, as well as detrended intervals 
used to determine FD amplitude (gray).
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We see that relative amplitudes for this Forbush decrease, calculated based on data corrected for pressure 
and temperature using LD and BDTG algorithms, have sensitivity that is comparable or better than the 
sensitivity of integral method, even approaching the sensitivity of reference neutron monitors in the case of 
LD algorithm. However, when LD algorithm is concerned, such result can be at least in part explained by 
the fact that the calculated absolute FD amplitude is larger than expected for a muon detector. We would 
expect this value to be comparable to the value calculated based on the integral method. The reason for this 
discrepancy could be systematic, but also could be somewhat related to features of the studied FD event. 
Ideally, we should extend this analysis to more events, but selected time period was relatively calm in terms 
of solar activity, and February 2011 event was the only significant one with magnitude for 10 GV rigidity 
particles larger than five. Preliminary analysis done on Forbush decrease events of larger magnitude, that 
are outside the period used for analysis in this work, does show somewhat smaller effect for LD method, so 
that could be one of the focuses in the continuation of this work. We have excluded plots for the remaining 
multivariate algorithms as the results were either poorer (in the case of BDT and MLP) or inconsistent (in 
the case of PDERS and KNN).

5.  Conclusions
We have selected a number of multivariate algorithms included in the TMVA package to apply for the cor-
rection of barometric and temperature effect on cosmic ray muons. Optimal parameters were determined 
for each algorithm based on the average quadratic deviation of modeled from measured data. Different 
distributions of modeled data for training phase and after the application of trained methods were com-
pared to estimate the performance of selected algorithms. Pressure and temperature correction was done 
and spectral analysis performed to further test the algorithm consistency. The effect of the correction was 
analyzed for long-term (annual) and short-term (Forbush decrease) cosmic ray variations. In both cases, 
the efficiency of multivariate algorithms was compared to integral method and pressure corrected neutron 
monitor data.

Multidimensional probability density estimator algorithms (PDERS and KNN) appear not to be well suited 
for the modeling of pressure and temperature effect, most likely due to highly linear correlations between 
variables. MLP seems to have underperformed, while methods based on boosted decision trees (particu-
larly BDTG) proved to be more successful, especially when effect on aperiodic variations was concerned. 
It should be expected that both MLP and BDT(G) methods can be improved if a longer period is used for 
analysis and parameters beyond average quadratic deviation of modeled data are used for algorithm op-
timization during training phase. Out of presented algorithms, LD proved to be the most consistent and 
effective in removing the pressure and temperature effects. In terms of the effect of PT correction on annual 
and aperiodic variations, this method matched or outperformed the integral method, while the effect it had 
on aperiodic effects was somewhat overestimative. This could give us grounds to assume at least part of the 
temperature effect is not taken into account by the integral method, and that there could be room for further 
improvement in modeling of meteorological effects beyond what theory currently provides.

Data Availability Statement
Raw muon count rate data set used in this study are publicly available online on the Belgrade Cosmic Ray 
Station site (http://www.cosmic.ipb.ac.rs/). Modeled atmospheric temperature data are available online on 
the NOAA GFS page (https://www.ncdc.noaa.gov/data-access/model-data/model-datasets/global-forcast-
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Method/NM monitor Integral LD BDTG Athens Rome

FD amplitude (%) 1.38 ± 0.14 1.96 ± 0.18 1.10 ± 0.13 1.97 ± 0.15 2.68 ± 0.15

Relative FD amplitude 4.31 ± 0.44 7.09 ± 0.65 4.78 ± 0.56 5.30 ± 0.40 8.65 ± 0.48

Abbreviations: BDTG, gradient boosted decision tree; FD, Forbush decrease; LD, linear discriminant.

Table 4 
Amplitudes and Relative Amplitudes for the Forbush Decrease of February 18, 2011 for PT Corrected Muon Data and 
Selected Neutron Monitors
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system-gfs). Latest atmospheric pressure and ground temperature data are available online on the site of 
Republic Hydro-meteorological Service of Serbia (http://www.hidmet.gov.rs/). List of international geo-
magnetically quiet days can be downloaded from the GFZ site (https://www.gfz-potsdam.de/en/kp-index/). 
Neutron monitor data can be accessed online via NEST browser interface (http://www01.nmdb.eu/nest/).
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Abstract

Applicability of our present setup for solar modulation studies in a shallow underground laboratory is tested on four prominent
examples of Forbush decrease during solar cycle 24. Forbush decreases are of interest in space weather application and study of
energy-dependent solar modulation, and they have been studied extensively. The characteristics of these events, as recorded by various
neutron monitors and our detectors, were compared, and rigidity spectrum was found. Linear regression was performed to find power
indices that correspond to each event. As expected, a steeper spectrum during more intense extreme solar events with strong X-flares
shows a greater modulation of galactic cosmic rays. Presented comparative analysis illustrates the applicability of our setup for studies
of solar modulation in the energy region exceeding the sensitivity of neutron monitors.
� 2018 COSPAR. Published by Elsevier Ltd. All rights reserved.

Keywords: Forbush decrease; Muon CR station; Median rigidity
1. Introduction

Galactic cosmic rays (GCRs) traverse the heliosphere;
this leads to variation in the cosmic ray (CR) flux due to
solar activity. The influence of solar and heliospheric mod-
ulation is pronounced for primary CR particles with low
rigidity or momentum over unit charge. CRs interact, upon
arrival, with Earth’s atmosphere causing electromagnetic
and hadronic showers. A network of ground-based CR
detectors, neutron monitors (NMs), and muon detectors,
located at various locations around the globe, as well as
airborne balloons and satellites, provide valuable data to
study the effect of these modulations on the integrated
CR flux with time. Energies of the primary particles in
NMs are sensitive to the state of solar activity and reach
up to 40 GeV. Muon detectors have a significant response
from 10 GeV up to several hundred GeV for surface, and
https://doi.org/10.1016/j.asr.2018.09.034

0273-1177/� 2018 COSPAR. Published by Elsevier Ltd. All rights reserved.
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one order of magnitude greater for underground detectors,
depending on the depth (Duldig, 2000). This energy inter-
val allows muon detectors to monitor not only modulation
effects on lower-energy CRs but also galactic effects on pri-
mary CRs with high energies where solar modulation is
negligible. Because of the sensitivity to different energies
of the primary particle flux, observations of muon detec-
tors complement those of NMs in studies of long-term
CR variations, CR anisotropy, and gradients or rigidity
spectrum of Forbush decreases (FDs).

FDs (Forbush, 1954) represent decreases of the
observed GCR intensity under the influence of coronal
mass ejections (CMEs) and interplanetary counterparts of
coronal mass ejections (ICMEs) and/or high-speed streams
of solar wind (HSS) from the coronal holes (Belov, 2008).
FDs belong to two types depending on the drivers: non-
recurrent and recurrent decreases. This work addresses sev-
eral non-recurrent FDs.

These sporadic FDs are caused by ICMEs. As the mat-
ter with its magnetic field moves through the solar system,

https://doi.org/10.1016/j.asr.2018.09.034
mailto:veselinovic@ipb.ac.rs
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Fig. 1. The coincident spectra of two diagonals of large plastic detectors
in UL and GLL normalized for comparison.
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it suppresses the CR intensity. FDs of this kind have an
asymmetric profile, and the intensity of GCRs has a sudden
onset and recovers gradually. Sometimes an early phase of
FD prior to the dip (precursor of FD) shows an increase in
CR intensity. These precursors of FDs are caused by GCR
acceleration at the front of the advancing disturbance on
the outer boundary of the ICME, as the primary CR par-
ticles are being reflected from the approaching shock
(Papailiou et al., 2013). The FD profile depends on the
area, velocity, and intensity of CME magnetic field pro-
duced in extreme events that originate at the Sun
(Chauhan et al., 2008).

Data from observed modulation of GCR intensity con-
tain information regarding the transport of GCRs through
the interplanetary environment. GCR transport parame-
ters are connected with the interplanetary magnetic field
(IMF) in the heliosphere. It is empirically established that
the radial diffusion coefficient is proportional to the rigidity
of CR (Ahluwalia, 2005). In this article, we present an
analysis of the amplitude of FD during four events, which
were recorded by plastic scintillator muon detectors,
located at the Belgrade muon station, as well as by a net-
work of NMs.

2. Belgrade CR station

The Low-Background Laboratory for Nuclear Physics
(LBLNP) is a part of the Institute of Physics, University
of Belgrade. It is composed of two separate laboratory
facilities, ground-level laboratory (GLL) and underground
laboratory (UL), dug into a cliff. The overburden of the
UL is approximately 12 m of loess soil, which is equivalent
to 25 m of water (m.w.e). Laboratory is dedicated to mea-
surements of low radiation activities and studies of muon
and electromagnetic components of CRs at ground and
shallow underground levels. The geographic position of
the laboratory is at 75 m a.s.l., at 44�510N latitude and
20�230E longitude; geomagnetic vertical rigidity cutoff is
5.3 GV at the surface. The equipment was upgraded in
2008, and now, it consists of two identical sets of detectors
and accompanying data processing electronics: one is situ-
ated in GLL and the other in UL. Detectors are a pair of
plastic scintillator detectors, with dimensions of
100 cm � 100 cm � 5 cm and four PMTs that are directly
coupled to the corners. Signals from two opposite PMTs
on a single detector are summed, and the coincidence of
the two diagonals is found. Fig. 1 presents the coincident
sum spectra of two diagonals of large scintillator detectors.

Summing over diagonals suppresses the acquisition of
electromagnetic component of the secondary CR shower
and collects mainly the muon component of secondary
CRs. A well-defined peak in the energy spectra corresponds
to a muon energy loss of �11 MeV. The average muon flux
measured in the laboratory is 137(6) muons/m2s for GLL
and 45(2) muons/m2s for UL. For more detailed descrip-
tion, see Dragić et al. (2011). Integral of this distribution,
without low energy part, is used to form time series of this
CR muons spectrum integrated over different time inter-
vals. This time series is then corrected for efficiency, atmo-
spheric pressure, and temperature (Savić et al., 2015).

The CR flux measured at the ground level varies because
of changes in atmospheric conditions. Effects of the atmo-
spheric pressure can be easily accounted for, similar like for
NMs, but the temperature effect is somewhat more difficult
to treat. The difficulties arise from the interplay of positive
and negative temperature effects. With temperature
increase, the atmospheric density decreases; hence, less
pions interact and more muons are created from decay.
The result is a positive effect of more muons at the ground
level. On the other hand, the altitude of muon production
level is high due to the expansion of the atmosphere when
the temperature is high, muon path length is long, and
decay probability of muons is high before they reach the
ground level. Negative effect is dominant for low-energy
muons (mostly detected in GLL) and positive for high-
energy muons. A proper treatment of the temperature
effect requires knowledge of the entire temperature profile
of the atmosphere. This meteorological variation must be
corrected to study CR variations originating outside the
atmosphere.

For ground (and underground)-based CR detectors, the
response function, i.e., the relation between particles of
GCR spectra at the top of the atmosphere and recorded
secondary particles at the surface level, should be accu-
rately known. The total detector count rate can be
expressed as follows (Caballero-Lopez and Moraal, 2012):

N R0; h; tð Þ ¼
X
i

Z 1

R0

Sij R; hð Þji R; tð Þð ÞdR

¼
Z 1

R0

W R; h; tð ÞdR ð1Þ

where N R0; h; tð Þ is the detector counting rate, R0 is the
geomagnetic cutoff rigidity, h is the atmospheric depth,
and t represents time. Si R; hð Þ represents the detector yield
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function for primary particles of type i and ji R; tð Þ repre-
sents the primary particle rigidity spectrum of type i at time
t. The total response function W R; h; tð Þ is the sum of
Si R; hð Þ and ji R; tð Þ. The maximum value of this function
is in the range of 4–7 GV at sea level, depending on the
solar modulation epoch at time t (Clem and Dorman,
2000). One of the methods to find this response function
is to use the numerical simulation of propagation of CRs
through the atmosphere. CORSIKA simulation package
(Heck et al., 1998) was to simulate CR transport through
the atmosphere and GEANT4 (Agostinelli et al., 2003) to
simulate the propagation of secondary CRs through over-
burden and response of the detectors to find the relation-
ship between the count rate at our site and the flux of
primary particles on top of the atmosphere.

The excellent agreement of the simulated and measured
flux (Fig. 2) allows us to establish that the cutoff energy for
primary CR protons for showers detected in GLL is caused
by its geomagnetic rigidity, and the median energy is
�60 GeV. For UL, the cutoff energy due to earth overbur-
den is 12 GeV, and the median energy is �120 GeV. These
values give us opportunity to study solar modulation at
energies exceeding energies detected with a NM. Observa-
tion of the solar activity and related magnetic disturbances
in the heliosphere that create transient CR intensity varia-
tion at several different energies can provide an energy-
dependent description of these phenomena.

3. Data analysis

The new setup in the LBLNP, presented by Dragić et al.
(2011) coincides with the start of the 24th solar cycle, thus
allowing us to observe the increase and decrease in solar
activity and the effect of solar modulation at energies
higher than ones studied using NMs.
Fig. 2. Simulated (blue line) and measured spectra (black line) for muon
detectors in UL. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
Muon time series was searched for days where the aver-
age muon flux was significantly lower than the background
level. The background level is determined from the moving
averages of hourly count rates 10 days before the event.
These decreases in the count rate, in GLL and UL, are then
compared with space weather events of solar cycle 24. Data
collected in UG and GLL are compared with four NM sta-
tions from the neutron monitor database [http://www.
nmdb.eu/]. Three of these NMs (Athens, Rome, and
Jungfraujoch) have cutoff rigidity and geographic proxim-
ity similar to the Belgrade CR station.

A high correlation is found between the count rates
measured by the NMs in the LBLNP in March 2012
(Table 1), but for GLL and UL, as the cutoff energy of
the primary flux increases, the correlation slightly
decreases.

3.1. Selected Forbush decreases

The Belgrade CR station has detected, both in GLL and
UL, several significant structures connected to some
extreme solar effects. Several, more prominent, Forbush
decreases occurred in March 2012, September 2014, June
2015, and most recently in September 2017.

The FD that occurred on March 8, 2012 was recorded at
the Belgrade CR station as well as at other stations (Fig. 3).
This FD was separated into two following two CMEs.
These CMEs produced an intense disturbance in the inter-
planetary space and caused a severe geomagnetic storm
when the shockwave reached Earth on March 8, 2012.
During this event, a very complex combination of modula-
tion occurs (Lingri et al., 2016). Two CMEs from the same
active region as the September 10 (X1.6) flare produced FD
on September 12, 2014. There was a relatively fast partial
halo CME and a larger and rapidly moving halo CME
trailing behind the first one on September 10. These two
gave rise to the FD that was first detected by NMs on
September 12, 2014. This FD was not a classical two-step
FD as expected, probably due to the interaction of slower
and faster CMEs. The FD profile (Fig. 3) showed a small
second step several hours after the first, similar to the FD
that occurred in February 2011 (Papaioannou et al.,
2013). In June 2015, a large activity occurred in the Sun
from powerful AR 2371 that produced several CMEs from
the Sun. These CMEs induced a complex modulation of
GCRs that led to an FD occurrence on June 22, 2015 with
an unusual structure (Samara et al., 2018).

A sudden burst of activity from the Sun early in Septem-
ber 2017, after a prolonged period of low solar activity,
produced several flares, including the largest solar flare
seen from Earth since 2006, an X9.3 flare. This activity pro-
duced several Earth-directed CMEs. Throughout this time,
Earth experienced a series of geomagnetic storms, which
started promptly after the first CME. This unusual activity
produced an FD, which was recorded with detectors in
terms of ground level enhancement (GLE) on Earth and
Mars (Guo et al., 2018).

http://www.nmdb.eu/
http://www.nmdb.eu/


Table 1
Correlation matrix of the linear correlation coefficient (in%) for recorded hourly flux at the Belgrade CR
station with its temperature- and pressure-corrected underground and ground-level detectors (UL_tpc and
GLL_tpc), only pressure-corrected detectors (UL_pc, GLL_pc), and raw data detectors (UL_raw and
GLL_raw) and recordings at Rome, Oulu, Jungfraujoch (Jung.) and Athens NMs for March 2012.

Fig. 3. Comparison of hourly time series over a one month period for pressure- and temperature-corrected count rates of the Belgrade muon monitor
station (GLLptc and ULptc) and NMs at Athens (ATHN), Rome (ROME), Jungfraujoch (JUNG), and Oulu (OULU) for extreme solar events in March
2012, September 2014, and June 2015. Count rates are shifted for comparison. For extreme solar event in September 2017, for GLL and UL, the count rate
is pressure-corrected only.
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4. FD and median rigidity

For each event, we study the energy dependence of FD
amplitude. The energy dependence of FD amplitude is
expected to follow the power law: DN/N � R�c (Cane,
2000). To obtain reliable values of amplitudes, we defined
amplitude as a relative decrease in the hourly count rate
of the minimum compared with the average of seven days’



Table 2
Median and cutoff rigidity for several stations.

Stations Median rigidity Rm (GV) Min. rigidity R0 (GV)

Athens 25.1 8.53
Mexico 25.1 8.28
Almaty 15.8 6.69
Lomnicky stit 12.6 3.84
Moscow 15.8 2.43
Kiel 15.8 2.36
Yakutsk 12.6 1.65
Apatity 12.6 0.65
Inuvik 12.6 0.3
Mc Murdo 12.6 0.3
Thule 12.6 0,3
South Pole 10 0.1
UL 122 12.3
GLL 63 5.3

Table 3
Power indices of the median rigidity dependence of the dip of the FD.
Power indices are obtained for NMs only, NMs and the Belgrade muon
station, and Belgrade station only.

c NM only NM + Belgrade Belgrade station only

March 2012 0.82 ± 0.08 0.78 ± 0.03 0.715
Sept. 2014 0.79 ± 0.16 0.67 ± 0.06 0.744
June 2015 0.57 ± 0.05 0.58 ± 0.02 0.764
Sept. 2017 1.27 ± 0.16 0.86 ± 0.07 0.739
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count rate before FDs (not including possible precursory
increases). Such a long base period was used because of
the higher activity of the Sun prior to registrated FDs
and sensitivity of the muon detectors.

Amplitudes are determined for two of our detectors and
for 12 NMs. To investigate the rigidity spectrum of
Fig. 4. Rigidity spectrum of FD from March 8, 2012, September 12, 2014, Ju
event as seen by NMs and the Belgrade CR station.
mentioned FDs, the median rigidity Rm is defined. Rm is
the rigidity of the response of the detector to GCR
spectrum where 50% of the detector counting rate lies
below Rm (Ahluwalia and Fikani, 2007). For this study,
we used a list of Rm for 12 NM stations given by
Minamino et al. (2014). For an NM, the median rigidity
can be computed from the detector response function
derived from surveys for particulate station, usually
around the minima of solar activity; this is because the
intensity of lowest rigidity GCRs is maximum at that time.

For the Belgrade muon station, Rm was found using the
response function acquired by the Monte Carlo method of
ne 22, 2015, and September 8, 2017. Points represent the amplitude of the
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CR transport. Approximate values of Rm for the detectors
used in this study are provided in Table 2.

For every selected event, a scatter plot is drawn (Fig. 4).
All plots show, plotted in log-log scale, a clear median
rigidity dependence of the amplitude of FD decrease.

Linear regression was performed to find power indices
corresponding to each event. Power indices are given in
Table 3.

Higher power indices can be due to more complex vari-
ations in GCRs. This more complex variation is a result of
a series of CMEs during this event that leads to large com-
pound ICME structure with multiple shocks and transient
flow (Zhao and Zhang, 2016). Results obtained from the
power law are generally consistent with those obtained in
previous studies (Ahluwalia and Fikani, 2007, Lingri
et al., 2016, Klyueva et al., 2017) conducted for NMs only.

A more significant difference observed for indices during
the 2017 event was because we used only pressure-corrected
data for the muon flux recorded at the Belgrade station.
For all other events and data, we performed both pressure
and temperature correction. Without temperature correc-
tions, variation in the count rate in muon detectors is
higher and it can affect the results.

We expect that when the newly improved, internally
developed technique for temperature correction of the
CR flux is implemented, the amplitude of the FD measured
at the Belgrade muon station will be more consistent with
other events and measurements. More data points on the
graphs are needed to understand indices better, particularly
in an energy region between NM and our laboratory. Sim-
ilar work (Braun et al., 2009) discussed the extension up to
15 and 33 GeV, but there are no data available for FDs
during cycle 24 and cannot be incorporated into this work.
As for other operating muon telescopes, there is an agree-
ment between the data obtained at our stations data and
the URAGAN data for FD in June 2015 (Barbashina
et al., 2016), but we have no data on other FDs and/or
median energies of other stations. Our new experimental
setup described elsewhere (Veselinović et al. 2017) will pro-
vide two additional median energies (121 and 157 GeV) to
monitor variations in the CR flux.
5. Conclusion

The Belgrade CR station, with both ground level and
underground setups, monitors the effect of solar modula-
tion on the CR flux since 2008. Extreme solar events, like
Forbush decreases, were detected during solar cycle 24 at
the site, suggesting that these phenomena can be studied
at energies higher than typical ones detected with NMs.
GLL and UL data, as well as data from several NM sta-
tions, were used to analyze four intense FDs. The magni-
tude of FDs is energy (rigidity) dependent and follows
the power law. Data used to find the rigidity dependence
of these transient solar modulation of GCR were obtained
over much higher range of rigidities than region NMs are
sensitive in, thus allowing more extensive studies of CR
solar modulation processes.
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Abstract

In this paper, we present new spectroscopic information on 94Nb from the 93Nb(nth,2γ ) reaction. The 
intensities of the two-step gamma cascades in the compound nucleus 94Nb to the final levels, with excitation 
energies below 400 keV, were derived from experimental spectra recorded at the PGAA facility of Centre 
for Energy Research (MTA EK), Budapest, Hungary. The intensities, energies of primary and secondary 
transitions of 216 energy-resolved cascades as well as intermediate cascade levels were determined. The 
part of the level scheme of 94Nb was obtained from analyzing the intensity spectra of the strongest cascades. 
The results were compared to the existing data in the ENSDF database. We concluded that 27 primary 
transitions, 29 intermediate cascades levels as well as 183 secondary transitions can be recommended as 
new nuclear data.
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1. Introduction

Knowledge of the nuclear level scheme plays an important role in the understanding of the 
nuclear properties. In this work, the niobium nucleus (94Nb) was chosen for a study, because 
it has been already applied in the nuclear technology and, due to niobium’s high temperature 
resistance and relatively low cross section for a capture of thermal neutrons, it is expected to be 
increasingly utilized in innovative nuclear reactors. New accurate spectroscopic data on 94Nb, as 
it is an odd-odd nucleus, can also be interesting from a theoretical point of view, for studying the 
level density and the radiative strength function [1–5].

The properties of 94Nb nucleus have been studied using different methods, such as IT decay of 
94Nb [6–14], 93Nb(16O,15O), 82Se(19F, 3nαγ ) and 92Zr(α,d) reactions for high-spin states [1,15,
16], stripping reaction 93Nb(d,p) [17–20], 93Nb(p,nγ ) reaction using protons of various energies 
[21–26], reactions with resonance capture of neutrons [27–31] as well as thermal neutron capture 
[2,18,27,31,32]. The latter reaction was used in this paper, too.

One of the most suitable techniques for determining the required nuclear parameters is 
the two-step gamma-cascade method based on measurements of coincident prompt gamma-
rays following thermal neutron capture [33–36]. The objective of this experiment was the 
detection of two-step gamma cascades following thermal neutron captures on 93Nb nuclei, 
93Nb(nth,2γ )94Nb. Niobium lies in the region of atomic masses suitable for a study by two-
step gamma-cascades method, but is yet unexplored by it. For mono-isotopic niobium (93Nb), 
the data analysis is simplified and, moreover, preparation of a high-purity target for the exper-
iment is considerably easier. An advantage of the two-step gamma-cascades technique is a low 
Compton background in obtained spectra owing to usage of the background-subtraction algo-
rithm [33]. The background in the two-step-cascade (TSC) spectra of mono-isotopic niobium is 
practically absent.

In this paper, we present new spectroscopic information for the 94Nb nucleus (levels, gamma 
transitions and their intensities per capture) and compare the results with the existing ENSDF 
data [37]. As the two-step gamma-cascades method provides the possibility to estimate simulta-
neously the nuclear level density and radiative strength functions, in a future work, these nuclear 
parameters may be obtained for the 94Nb as well [38–43].

2. Experimental setup and measurement

The experiment was carried out at the PGAA station of MTA EK in Budapest, Hungary [44,
45]. The niobium target, with purity of 99.9%, a mass of 10.82 g and 25 × 25 × 2 mm3 was used. 
The target was mounted at the plane orthogonal to the beam line. Two HPGe detectors, with 
relative efficiencies of 23% and 27%, were used. The detectors were placed one next to the other, 
facing the target. Each detector was put at an ±11.6◦ angle relative to the axis normal to the 
beam line, which passed through the target, as depicted in Fig. 1. The detectors were at 7.5 cm 
distance from the center of niobium target. Close geometry was used in order to record as many 
coincident events as possible. Both detectors were shielded from background gamma radiation 
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Fig. 1. Experimental setup for two-step gamma cascades measurement at the PGAA station of MTA EK, Budapest, 
Hungary.

with lead, and from neutrons with a 2 mm thick 6Li doped polimer layer that was placed in front 
of the detector caps.

Experimental data were collected with a 4 channel CAEN N6724 digitizer [46]. The digi-
tizer collected information on the energy and time of the gamma-coincidence events from both 
HPGe detectors, and stored it in list mode for offline analysis. The relative efficiency of the 
detectors was determined from single gamma-ray spectra accumulated using a PVC target (the 
35Cl(n,γ )36Cl reaction) [47]. Niobium two-gamma events were recorded for 506 ks.

3. Result and discussion

The detailed procedures to extract the cascade events and intensities were described in 
Ref. [33], therefore, only a short description of the applied procedure will be presented here.

Fig. 2 shows the most important part of the spectrum of sums of amplitudes for coincident 
pulses (SACP). The coincidence time window was 40 ns. The seven marked peaks in Fig. 2
present the two-step cascade peaks of 94Nb for transitions from the neutron binding energy 
(7227.0(5) keV) to the ground state and to the first six excited states with the energies 40.9, 
58.7, 113.4, 140.3, 311.8 and 396.2 keV. Core information about these seven peaks is presented 
in Table 1.

The remaining unmarked peaks in SACP spectrum correspond to background events (Fig. 2). 
They may come from recording of coincidences of the first with the third or fourth quantum of 
the multiple-step gamma cascades or from neutron interaction with surrounding materials.

The next step was to obtain two-step-cascade (TSC) spectra for seven energy-resolved am-
plitude peaks. The obtained TSC spectra represent the cascades from the initial state to the 
defined final levels of the 94Nb nucleus. The elimination of Compton background and random 
coincidences was done by gating on the region nearby the peaks of interest in Fig. 2. Figs. 3
and 4 show the examples of the obtained TSC spectra for cascade sum energies of 7087 and 
7169 keV.

The mirror-symmetrical peaks [34] in the TSC spectra represent primary and secondary tran-
sitions of the investigated two-step gamma cascade. The peaks’ positions correspond to the 
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Fig. 2. Spectrum of sums of amplitudes for coincident pulses (SACP) at the radiative capture of thermal neutrons in 93Nb
nucleus. Peaks of the full capture of two quanta are labeled by energy of the final level of the resolved cascades.

Table 1
Information about the two-step cascades to the ground state and the first six excited states collected in the experiment.

Gamma cascade 
total energy (keV)

Final level (Ef ) 
of the cascade (keV)

Spin of level 
Ef

Part of resolved 
cascade intensity

Full intensities 
% per decay

7227 0 6+ 0.25(2) 5.4(20)

7186 40.9 3+ 0.71(2) 6.2(15)

7169 58.7 (4)+ 0.60(1) 7.0(11)

7114 113.4 (5)+ 0.42(2) 5.3(15)

7087 140.3 (2)- 0.84(1) 2.7(9)

6916 311.8 (4,5)+ 0.57(3) 3.2(10)

6831 396.2 (3)- 0.51(3) 5.4(11)

Sum of total 0.56(2) 35.2(40)

energies, E1 and E2, of primary and secondary quanta of the cascades. The relative intensity 
of each peak is proportional to its area. The intensities of 216 resolved cascades are determined 
from seven TSC distributions. In all investigated cascades, primary transitions (except for 26 
of them) have the higher energy in comparison with the energy of secondary quanta. Details 
of the method and the maximum likelihood function used to determine the energies of primary 
and secondary cascade transitions were presented in [36]. All detected primary and secondary 
gamma transitions and their intensities as well as the energy of intermediate levels are presented 
in Table 2.

In order to compare the data of the cascade spectra (Figs. 3 and 4) with the library data for 
strongest primary transitions with E1=5997.0, 5898.0, 5591.6, 5496.5, 5369.7, 5364.9, 5103.5 
and 5070.4 keV, the branching coefficients of their secondary transitions I2 were obtained in-
dependently, from ENSDF database, which gave data of absolute intensity of the cascades for 
normalization of the data from Table 2. The values of the total intensity of two-step gamma 
cascades, Iγ γ , obtained in such a way (Table 1), which include both the resolved cascades and 
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Fig. 3. TSC spectrum with the total energy of 7169 keV. The final level of the cascade is 58.708(10) keV. This spectrum 
represents the TSC spectrum with high number of cascades (36 pairs of gammas). The energies of the most intense pair 
of gammas are labeled.

Fig. 4. TSC spectrum with the total energy of 7087 keV. The final level of the cascade is 140.298(12) keV. This spectrum 
represents the TSC spectrum with low number of cascades (18 pairs of gammas). The energies of the most intense pair 
of gammas are labeled.

unresolved cascade continuum with sub-threshold intensity, show that, for the investigated nu-
cleus, we have obtained in this experiment 35% of total intensity of all two-step cascades. 56% 
of the obtained intensity Iγ γ falls to the share of the energy-resolved cascades (Table 2).

The data was compared with the existing data from the ENSDF database [37]. From this 
comparison 107 primary transitions that existed in the ENSDF data set were determined. 27 
primary transitions, which are not included in the ENSDF library, can be therefore considered 
as new data. 104 intermediate levels are identified in our experiment and already listed in the 
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Table 2
Comparison of the experimental data with the ENSDF database. E1 and E2 are the energies of the first and second quanta 
of the cascade, respectively, Ei is the energy of the intermediate level and Ef are the final levels of the two step gamma 
cascade. Iγ γ is the intensity of the cascade (per 100 decays) observed in the experiment. The experimental uncertainty of 
E2 has the same values as for E1 (listed in the table). Values in bold are values for which there is no data in the ENSDF 
library.

Present work ENSDF

E1 (keV) E2 (keV) Ei (keV) Iγ γ Ef (keV) E1 (keV) E2 (keV) Ei (keV)

6917.90(19) 251.1 309.10(21) 0.32(15) 58.708(10) 6915.73(4) 253.115(5) 311.821(10)

6835.00(15) 334.1 392.10(17) 0.26(24) 58.708(10) 6831.18(4) 337.529(8) 396.227(12)

6835.00(9) 279.1 392.1(9) 0.098(24) 113.4009(8) 6831.18(4) – 396.227(12)

6833.9(5) 253.1 393.1(5) 2.1(3) 140.298(12) 6831.18(4) 253.113(5) 396.227(12)

6435.3(7) 751.7 791.7(7) 0.08(4) 40.892(12) 6434.78(6) 751.78(7) 792.595(16)

6410.9(10) 776.1 816.1(10) 0.05(4) 40.892(12) 6410.64(14) 775.99(6) 816.83(3)

6332.0(14) 755.0 895.0(14) 0.06(4) 140.298(12) 6331.74(7) 755.28(7) 895.650(14)

6332.0(6) 499.0 895.0(6) 0.36(14) 396.227(12) 6331.74(7) 499.426(8) 895.650(14)

6292.7(5) 894.3 934.3(5) 0.26(8) 40.892(12) 6292.19(7) 894.24(5) 936.036(20)

6271.8(6) 955.2 955.3(6) 0.11(4) g.s. 6270.57(11) 957.34(5) 957.34(5)

6246.3(8) 867.7 980.7(8) 0.038(20) 113.4009(8) – – 979.29(18)

6187.3(10) 1039.7 1039.7(10) 0.050(27) g.s. – – –

6188.8(11) 642.2 1038.2(11) 0.07(5) 396.227(12) – – –

6160.0(19) 954.1 1067.1(19) 0.016(11) 113.4009(8) – – –

6136.0(10) 695.0 1091.0(10) 0.12(8) 396.227(12) – – –

6068.9(5) 1118.1 1158.1(5) 0.14(5) 40.892(12) 6068.44(8) 1118.00(25) 1158.71(4)

6068.9(4) 1100.1 1158.1(4) 0.13(6) 58.708(10) 6068.44(8) 1100.11(15) 1158.71(4)

6058.1(7) 1055.9 1168.9(7) 0.047(23) 113.4009(8) 6058.16(9) 1056.39(15) 1169.88(6)

6050.9(10) 1176.1 1176.1(10) 0.05(3) g.s. – 1179.61(6) 1179.61(6)

6029.6(10) 1197.4 1197.4(10) 0.044(28) g.s. – – –

5997.0(7) 834.0 1230.0(7) 0.32(13) 396.227(12) 5995.67(9) 835.72(3) 1231.92(3)

5981.1(9) 1187.9 1245.9(9) 0.057(26) 58.708(10) 5980.20(9) 1188.3(4) 1247.26(7)

5964.3(5) 1122.7 1262.7(5) 0.17(5) 140.298(12) 5964.34(8) 1122.65(25) 1262.82(7)

5964.3(13) 866.7 1262.7(13) 0.068(27) 396.227(12) 5964.34(8) – 1262.82(7)

5952.8(6) 1161.2 1274.0(6) 0.07(3) 113.4009(8) 5952.94(10) 1160.0(5) 1272.83(4)

5952.8(6) 878.2 1274.0(6) 0.12(8) 396.227(12) 5952.94(10) 879.75(14) 1272.83(4)

5945.3(7) 1281.7 1281.7(7) 0.11(4) g.s. 5946.33(9) 1281.44(11) 1281.44(11)

5945.3(7) 1223.7 1281.7(7) 0.10(4) 58.708(10) 5946.33(9) 1222.98(12) 1281.44(11)

5895.00(25) 1292.0 1332.00(26) 0.38(8) 40.892(12) 5894.93(8) 1291.3(5) 1332.6(3)

5895.0(4) 1274.0 1332.0(4) 0.25(6) 58.708(10) 5894.93(8) 1273.4(5) 1332.6(3)

5895.0(9) 1219.0 1332.0(9) 0.049(24) 113.4009(8) 5894.93(8) 1220.1(5) 1332.6(3)

5895.00(21) 1192.0 1332.00(22) 0.83(11) 140.298(12) 5894.93(8) 1192.2(5) 1332.6(3)

5835.1(4) 1391.9 1391.9(4) 0.17(6) g.s. 5834.74(11) – 1392.73(12)

5819.9(11) 1294.1 1407.0(11) 0.028(16) 113.4009(8) – – 1405.0(10)

5808.6(9) 1305.4 1418.4(9) 0.058(27) 113.4009(8) – 1304.8(5) –

5808.6(10) 1022.4 1418.4(10) 0.13(9) 396.227(12) – – –

5770.7(11) 1060.3 1456.3(11) 0.15(9) 396.227(12) 5769.77(9) 1061.45(11) 1458.12

5730.4(9) 1100.6 1496.6(9) 0.09(6) 396.227(12) 5727.98(11) – 1499.92

5708.3(8) 1460.7 1518.7(8) 0.063(24) 58.708(10) 5708.73(11) 1459.6(14) 1519.0(10)
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Table 2 (continued)

Present work ENSDF

E1 (keV) E2 (keV) Ei (keV) Iγ γ Ef (keV) E1 (keV) E2 (keV) Ei (keV)

5708.3(9) 1405.7 1518.7(9) 0.056(28) 113.4009(8) 5708.73(11) – 1519.0(10)

5647.4(8) 1439.6 1579.6(8) 0.038(21) 140.298(12) 5645.94(11) – 1581.95(14)

5647.4(8) 1183.6 1579.6(8) 0.14(8) 396.227(12) 5645.94(11) 1185.1(3) 1581.95(14)

5617.0(7) 1552.0 1610.0(7) 0.059(22) 58.708(10) – – 1609.6(12)

5614.2(6) 1216.8 1612.8(6) 0.14(6) 396.227(12) 5612.72(11) – –

5607.6(7) 1307.4 1619.4(7) 0.09(4) 311.821(10) 5607(30) 1304.8(5) 1620.6(4)

5591.6(4) 1577.4 1635.4(4) 0.15(4) 58.708(10) 5591.32(10) – 1636.14(11)

5591.6(6) 1239.4 1635.4(6) 0.29(12) 396.227(12) 5591.32(10) 1239.38(25) 1636.14(11)

5572.5(7) 1654.5 1654.5(7) 0.08(4) g.s. 5572.33(11) – 1655.09(17)

5572.5(7) 1541.5 1654.5(7) 0.08(4) 113.4009(8) 5572.33(11) – 1655.09(17)

5511.6(6) 1575.4 1715.4(6) 0.09(3) 140.298(12) 5511.28(11) – 1716.66(19)

5508.3(8) 1678.7 1718.7(8) 0.07(4) 40.892(12) 5507.80(11) – 1720.1(3)

5496.50(27) 1672.5 1730.50(28) 0.39(6) 58.708(10) 5496.15(10) – 1731.4(13)

5496.5(6) 1590.5 1730.5(6) 0.065(28) 140.298(12) 5496.15(10) – 1731.4(13)

5496.5(4) 1418.5 1730.5(4) 0.23(6) 311.821(10) 5496.15(10) 1419.6(13) 1731.4(13)

5496.5(5) 1334.5 1730.5(5) 0.47(16) 396.227(12) 5496.15(10) 1334.6(5) 1731.4(13)

5453.3(10) 1461.7 1773.7(10) 0.052(29) 311.821(10) 5450.98(11) 1459.6(14) 1776.92(14)

5448.3(7) 1778.7 1778.7(7) 0.12(5) g.s. 5447.18(13) – 1779.72(5)

5448.3(16) 1466.7 1778.7(16) 0.029(21) 311.821(10) 5447.18(13) – 1779.72(5)

5448.3(10) 1382.7 1778.7(10) 0.08(3) 396.227(12) 5447.18(13) – 1779.72(5)

5414.2(9) 1772.8 1812(9) 0.06(3) 40.892(12) 5412.20(15) – 1815.75(18)

5407.8(12) 1779.2 1819.2(12) 0.038(24) 40.892(12) 5406.92(18) – 1821.2(7)

5369.7(9) 1545.3 1857.3(9) 0.08(4) 311.821(10) 5368.98(11) – 1859.75(11)

5364.9(6) 1822.1 1862.1(6) 0.10(4) 40.892(12) 5363.80(11) – 1864.13(14)

5364.9(5) 1804.1 1862.1(5) 0.12(4) 58.708(10) 5363.80(11) – 1864.13(14)

5364.9(8) 1749.1 1862.1(8) 0.08(4) 113.4009(8) 5363.80(11) – 1864.13(14)

5364.9(7) 1550.1 1862.1(7) 0.14(5) 311.821(10) 5363.80(11) – 1864.13(14)

5364.9(9) 1466.1 1862.1(9) 0.10(10) 396.227(12) 5363.80(11) – 1864.13(14)

5349.0(8) 1820.0 1878.0(8) 0.045(20) 58.708(10) 5348.56(11) – 1879.35(14)

5349.0(8) 1738.0 1878.0(8) 0.13(5) 140.298(12) 5348.56(11) – 1879.35(14)

5309.8(8) 1877.2 1917.2(8) 0.13(5) 40.892(12) – – –

5307.3(8) 1523.7 1919.7(8) 0.11(6) 396.227(12) 5307.93(11) – 1920.0(4)

5304.9(14) 1882.1 1922.1(14) 0.06(4) 40.892(12) – – –

5300.5(10) 1886.5 1926.5(10) 0.080(28) 40.892(12) 5301.22(12) – 1926.8(4)

5300.5(7) 1813.5 1926.5(7) 0.11(4) 113.4009(8) 5301.22(12) – 1926.8(4)

5300.5(7) 1614.5 1926.5(7) 0.08(4) 311.821(10) 5301.22(12) – 1926.8(4)

5284.0(6) 1885.0 1943.0(6) 0.041(19) 58.708(10) 5284.14(12) – 1943.76(23)

5278.5(9) 1636.5 1948.5(9) 0.046(24) 311.821(10) 5277.43(19) – 1950.4(3)

5270.4(9) 1916.6 1956.6(9) 0.044(25) 40.892(12) 5271.19(20) – 1956.73(22)

5270.4(6) 1843.6 1956.6(6) 0.058(28) 113.4009(8) 5271.19(20) – 1956.73(22)

5270.4(12) 1816.6 1956.6(12) 0.08(5) 140.298(12) 5271.19(20) – 1956.73(22)

5270.4(6) 1644.6 1956.6(6) 0.08(5) 311.821(10) 5271.19(20) – 1956.73(22)

5253.2(3) 1915.8 1973.8(3) 0.20(5) 58.708(10) 5252.51(12) – 1975.5(4)

5212.8(6) 1702.2 2014.2(6) 0.059(26) 311.821(10) 5213.76(15) – 2014.19(20)
(continued on next page)



8 D. Knezevic et al. / Nuclear Physics A 993 (2020) 121645
Table 2 (continued)

Present work ENSDF

E1 (keV) E2 (keV) Ei (keV) Iγ γ Ef (keV) E1 (keV) E2 (keV) Ei (keV)

5207.6(5) 1879.4 2019.4(5) 0.30(10) 140.298(12) 5207.94(12) – 2020.0(3)

5206.8(12) 1623.4 2019.4(12) 0.05(3) 396.227(12) 5207.94(12) – 2020.0(3)

5193.7(9) 2033.3 2033.3(9) 0.07(4) g.s. 5193.37(12) – 2033.6(3)

5193.7(9) 1975.3 2033.3(9) 0.36(7) 58.708(10) 5193.37(12) – 2033.6(3)

5193.7(9) 1920.3 2033.3(9) 0.25(7) 113.4009(8) 5193.37(12) – 2033.6(3)

5193.7(9) 1721.3 2033.3(9) 0.30(7) 311.821(10) 5193.37(12) – 2033.6(3)

5179.9(10) 2007.1 2047.1(10) 0.042(22) 40.892(12) 5179.99(12) – 2047.94(15)

5179.9(11) 1907.1 2047.1(11) 0.09(5) 140.298(12) 5179.99(12) – 2047.94(15)

5179.9(7) 1651.1 2047.1(7) 0.13(5) 396.227(12) 5179.99(12) – 2047.94(15)

5131.0(10) 1983.0 2096.0(10) 0.052(29) 113.4009(8) 5129.15(13) – 2098.78(16)

5120.7(8) 1993.3 2106.3(8) 0.07(3) 113.4009(8) – – –

5104.1(7) 2122.9 2122.9(7) 0.08(3) g.s. 5103.33(12) – 2124.62(15)

5104.1(6) 2082.9 2122.9(6) 0.12(4) 40.892(12) 5103.33(12) – 2124.62(15)

5104.1(4) 2064.9 2122.9(4) 0.14(4) 58.708(10) 5103.33(12) – 2124.62(15)

5104.1(8) 2009.9 2122.9(8) 0.12(5) 113.4009(8) 5103.33(12) – 2124.62(15)

5104.1(7) 1726.9 2122.9(7) 0.29(13 396.227(12) 5103.33(12) – 2124.62(15)

5071.1(8) 2015.9 2155.9(8) 0.08(5) 140.298(12) 5070.26(12) – 2157.67(15)

5071.1(4) 1759.9 2155.9(4) 0.26(10) 396.227(12) 5070.26(12) – 2157.67(15)

5066.8(9) 2047.2 2160.2(9) 0.06(3) 113.4009(8) 5065.65(13) – 2162.28(16)

5058.3(10) 2128.7 2168.7(10) 0.040(25) 40.892(12) 5059.7(3) – 2168.2(3)

5053.8(7) 2173.2 2173.2(7) 0.11(4) g.s. 5052.88(15) – 2175.4(24)

5053.8(10) 2115.2 2173.2(10) 0.040(25) 58.708(10) 5052.88(15) – 2175.4(24)

5031.8(10) 2195.2 2195.2(10) 0.07(3) g.s. 5032.07(13) – 2195.86(16)

5031.8(5) 2155.2 2195.2(5) 0.068(29) 40.892(12) 5032.07(13) – 2195.86(16)

5031.8(6) 2137.2 2195.2(6) 0.13(4) 58.708(10) 5032.07(13) – 2195.86(16)

5031.8(11) 1883.2 2195.2(11) 0.038(26) 311.821(10) 5032.07(13) – 2195.86(16)

5019.4(10) 2167.6 2207.6(10) 0.040(22) 40.892(12) 5020.9(3) – 2207.0(3)

5008.4(9) 2178.6 2218.6(9) 0.07(3) 40.892(12) 5006.76(22) – 2221.16(24)

4998.3(6) 2228.7 2228.7(6) 0.14(5) g.s. 4997.96(14) – 2229.98(17)

4984.0(6) 2103.0 2243.0(6) 0.058(28) 140.298(12) 4982.50(13) – 2245.3(5)

4984.0(5) 1847.0 2243.0(5) 0.13(6) 396.227(12) 4982.50(13) – 2245.3(5)

4947.7(9) 2221.3 2279.3(9) 0.041(21) 58.708(10) 4949.72(17) – 2278.5(7)

4890.0(12) 1941.0 2337.0(12) 0.05(3) 396.227(12) 4891.2(9) – 2336.7(7)

4886.4(6) 2200.6 2340.6(6) 0.057(26) 140.298(12) – – –

4861.6(13) 2325.4 2365.4(13) 0.05(3) 40.892(12) 4864.40(19) – 2363.54(21)

4833.0(10) 1998.0 2394.0(10) 0.09(5) 396.227(12) 4834.8(4) – 2393.1(4)

4827.8(10) 2341.2 2399.2(10) 0.06(3) 58.708(10) 4827.62(14) – 2398.6(15)

4827.8(6) 2286.2 2399.2(6) 0.10(4) 113.4009(8) 4827.62(14) – 2398.6(15)

4791.8(10) 2435.2 2435.2(10) 0.06(4) g.s. 4791.59(14) – 2436.5(5)

4791.8(6) 2395.2 2435.2(6) 0.15(5) 40.892(12) 4791.59(14) – 2436.5(5)

4791.8(7) 2377.2 2435.2(7) 0.09(4) 58.708(10) 4791.59(14) – 2436.5(5)

4760.6(14) 2426.4 2466.4(14) 0.046(29) 40.892(12) – – –

4760.6(14) 2408.4 2466.4(14) 0.041(28) 58.708(10) – – –

4760.6(8) 2353.4 2466.4(8) 0.051(26) 113.4009(8) – – –
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Table 2 (continued)

Present work ENSDF

E1 (keV) E2 (keV) Ei (keV) Iγ γ Ef (keV) E1 (keV) E2 (keV) Ei (keV)

4760.6(9) 2070.4 2466.4(9) 0.08(3) 396.227(12) – – –

4756.2(10) 2430.8 2470.8(10) 0.06(3) 40.892(12) 4756.27(15) – 2471.68(17)

4734.7(11) 2352.3 2492.3(11) 0.048(29) 140.298(12) – – –

4711.9(9) 2457.1 2515.1(9) 0.05(4) 58.708(10) 4711.62(14) – 2516.38(18)

4711.9(6) 2203.1 2515.1(6) 0.17(5) 311.821(10) 4711.62(14) – 2516.38(18)

4700.1(10) 2486.9 2526.9(10) 0.06(3) 40.892(12) 4699.7(4) – 2528.3(4)

4691.5(9) 2495.5 2535.5(9) 0.051(27) 40.892(12) 4691.1(4) – 2537.3(7)

4691.5(13) 2477.5 2535.5(13) 0.046(29) 58.708(12) 4691.1(4) – 2537.3(7)

4682.4(12) 2486.6 2544.6(12) 0.037(23) 58.708(12) 4681.96(15) – 2545.93(25)

4682.4(6) 2431.6 2544.6(6) 0.11(4) 113.4009(8) 4681.96(15) – 2545.93(25)

4682.4(7) 2232.6 2544.6(7) 0.11(4) 311.821(10) 4681.96(15) – 2545.93(25)

4674.5(9) 2512.5 2552.5(9) 0.07(4) 40.892(12) 4672.15(15) – 2555.80(17)

4674.5(12) 2156.5 2552.5(12) 0.06(4) 396.227(12) 4672.15(15) – 2555.80(17)

4660.8(7) 2526.2 2566.2(7) 0.07(3) 40.892(12) 4662.31(16) – 2565.63(18)

4641.5(6) 2545.5 2585.5(6) 0.08(3) 40.892(12) 4642.2(4) – 2585.8(4)

4635.8(18) 2591.2 2591.2(18) 0.04(5) g.s. 4635.42(15) – 2592.54(17)

4631.2(7) 2555.8 2595.8(7) 0.057(28) 40.892(12) 4629.89(15) – 2598.07(17)

4631.2(8) 2537.8 2595.8(7) 0.08(3) 58.708(10) 4629.89(15) – 2598.07(17)

4595.0(15) 2632.0 2632.0(15) 0.08(5) g.s. 4594.44(15) – 2633.52(17)

4595.0(10) 2592.0 2632.0(10) 0.06(3) 40.892(12) 4594.44(15) – 2633.52(17)

4595.0(7) 2574.0 2632.0(7) 0.08(4) 58.708(10) 4594.44(15) – 2633.52(17)

4595.0(8) 2519.0 2632.0(8) 0.07(3) 113.4009(8) 4594.44(15) – 2633.52(17)

4560.4(11) 2626.6 2666.6(11) 0.04(8) 40.892(12) 4558.51(16) – 2669.45(18)

4560.4(8) 2270.6 2666.6(8) 0.076(27) 396.227(12) 4558.51(16) – 2669.45(18)

4557.0(10) 2612.0 2670.0(10) 0.045(24) 58.708(10) 4558.51(16) – 2669.45(18)

4541.2(8) 2627.8 2685.8(8) 0.055(27) 58.708(10) 4543.2(3) – 2685.0(4)

4512.7(8) 2714.3 2714.3(8) 0.13(6) g.s. – – –

4501.6(7) 2667.4 2725.4(7) 0.07(3) 58.708(10) 4501.41(16) – 2726.55(18)

4428.0(7) 2799.0 2799.0(7) 0.10(5) g.s. – – –

4395.9(10) 2791.1 2831.1(10) 0.05(3) 40.892(12) 4395.05(16) – 2832.91(18)

4395.9(11) 2773.1 2831.1(11) 0.041(26) 58.708(10) 4395.05(16) – 2832.91(18)

4385.7(10) 2783.3 2841.3(10) 0.046(24) 58.708(10) 4384.25(18) – 2843.73(20)

4385.7(9) 2728.3 2841.3(9) 0.07(3) 113.4009(8) 4384.25(18) – 2843.73(20)

4363.2(9) 2823.8 2863.8(9) 0.042(25) 40.892(12) – – –

4363.2(9) 2805.8 2863.8(9) 0.07(3) 58.708(12) – – –

4330.9(10) 2896.1 2896.1(10) 0.08(5) g.s. 4330.80(17) – 2897.17(19)

4309.7(13) 2917.3 2917.3(13) 0.06(4) g.s. – – –

4304.4(11) 2922.6 2922.6(11) 0.06(4) g.s. 4304.75(17) – 2923.22(19)

4285.3(8) 2828.7 2941.7(8) 0.06(3) 113.4009(8) 4285.18(23) – 2942.79(25)

4259.1(8) 2927.9 2967.9(8) 0.07(3) 40.892(12) 4260.77(17) – 2967.3(6)

4259.1(8) 2827.9 2967.9(8) 0.10(5) 140.298(12) 4260.77(17) – 2967.3(6)

4225.6(7) 2961.4 3001.4(7) 0.13(5) 40.892(12) – – 3003.6(8)

4225.6(9) 2888.4 3001.4(9) 0.06(3) 113.4009(8) – – 3003.6(8)

4217.3(8) 2969.7 3009.7(8) 0.058(26) 40.892(12) 4220.92(21) – 3007.09(23)
(continued on next page)
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Table 2 (continued)

Present work ENSDF

E1 (keV) E2 (keV) Ei (keV) Iγ γ Ef (keV) E1 (keV) E2 (keV) Ei (keV)

4194.7(14) 3032.3 3032.3(14) 0.06(3) g.s. 4196.67(18) – 3031.21(20)

4194.7(7) 2992.3 3032.3(7) 0.07(3) 40.892(12) 4196.67(18) – 3031.21(20)

4190.4(12) 2724.6 3036.6(12) 0.039(26) 311.821(10) 4191.04(20) – 3036.8(3)

4154.1(8) 3032.9 3072.9(8) 0.10(4) 40.892(12) 4153.8(2) – 3074.18(22)

4154.1(10) 2959.9 3072.9(10) 0.06(3) 113.4009(8) 4153.8(2) – 3074.18(22)

4139.6(10) 2974.4 3087.4(10) 0.035(23) 113.4009(8) 4139.5(2) – 3088.48(22)

4100.9(9) 3013.1 3126.1(9) 0.06(3) 113.4009(8) 4101.2(2) – 3126.78(22)

4092.4(9) 3134.6 3134.6(9) 0.06(3) g.s. 4090.5(2) – 3137.6(3)

4071.7(9) 3155.3 3155.3(9) 0.06(3) g.s. 4074.6(4) – 3153.4(4)

4014.5(11) 3172.5 3212.5(11) 0.07(4) 40.892(12) 4015.9(2) – 3212.09(22)

3960.5(8) 3226.5 3266.5(8) 0.06(3) 40.892(12) 3960.3(3) – 3267.0(14)

3953.2(10) 3233.8 3273.8(10) 0.046(28) 40.892(12) 3955.7(2) – 3272.29(22)

3947.7(10) 3239.3 3279.3(10) 0.06(4) 40.892(12) 3946.2(2) – 3281.79(22)

3931.2(10) 3255.8 3295.8(10) 0.09(4) 40.892(12) 3931.7(2) – 3296.29(22)

3920.8(8) 3266.2 3306.2(8) 0.09(4) 40.892(12) 3919.6(2) – 3308.39(22)

3909.6(7) 3277.4 3317.4(7) 0.09(4) 40.892(12) 3912.7(2) – 3315.29(22)

3891.9(6) 3295.1 3335.1(6) 0.15(6) 40.892(12) 3892.8(2) – 3335.19(22)

3883.3(9) 3343.7 3343.7(9) 0.12(6) g.s. 3885.9(2) – 3342.09(22)

3867.3(10) 3319.7 3359.7(10) 0.06(3) 40.892(12) 3867.5(20) – 3360.49(22)

2940.9(7) 4286.1 4286.1(7) 0.04(4) g.s. – – –

2940.9(7) 4246.1 4286.1(7) 0.07(3) 40.892(12) – – –

2940.9(12) 4146.1 4286.1(12) 0.06(4) 140.298(12) – – –

2784.6(11) 4402.4 4442.4(11) 0.05(3) 40.892(12) – – –

2784.6(6) 4329.4 4442.4(6) 0.12(5) 113.4009(8) – – –

2657.7(10) 4529.3 4569.3(10) 0.048(27) 40.892(12) – – –

2657.7(7) 4456.3 4569.3(7) 0.07(3) 113.4009(8) – – –

2412.5(11) 4765.5 4814.5(11) 0.06(3) 58.708(10) 2412.1(3) – –

2412.5(25) 4701.5 4814.5(25) 0.024(20) 113.4009(8) 2412.1(3) – –

2347.3(9) 4839.7 4879.7(9) 0.08(4) 40.892(12) 2346.3(5) – –

2347.3(9) 4739.7 4879.7(9) 0.06(3) 140.298(12) 2346.3(5) – –

2312.6(5) 4914.4 4914.4(5) 0.27(8) g.s. 2314.32(16) – –

2312.6(10) 4874.4 4914.4(10) 0.05(3) 40.892(12) 2314.32(16) – –

2293.1(11) 4621.9 4933.9(11) 0.037(22) 311.821(10) 2291.8(10) – –

2293.1(7) 4537.9 4933.9(7) 0.07(4) 396.227(12) 2291.8(10) – –

1976.4(7) 5210.6 5250.6(7) 0.11(4) 40.892(12) 1975.41(15) – –

1976.4(10) 5137.6 5250.6(10) 0.07(4) 113.4009(8) 1975.41(15) – –

1858.3(4) 5368.7 5368.7(4) 0.21(6) g.s. 1858.93(14) – –

1858.3(9) 5310.7 5368.7(9) 0.049(21) 58.708(10) 1858.93(14) – –

1858.3(8) 5255.7 5368.7(8) 0.07(4) 113.4009(8) 1858.93(14) – –

1784.5(7) 5402.5 5442.5(7) 0.11(4) 40.892(12) – – –

1784.5(8) 5329.5 5442.5(8) 0.052(27) 113.4009(8) – – –

1767.6(5) 5401.4 5459.4(5) 0.14(4) 58.708(10) – – –

1767.6(7) 5147.4 5459.4(7) 0.052(24) 311.821(10) – – –

1713.1(14) 5513.9 5513.9(14) 0.037(29) g.s. – – –

1713.1(6) 5400.9 5513.9(6) 0.10(4) 113.4009(8) – – –
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Fig. 5. Experimental level scheme of 94Nb with intermediate level energies up to 1800 keV. Dashed lines - levels and 
gammas not found in the ENSDF library; bold spin values - values suggested by the authors for the levels without spin 
information in the ENSDF library. All energy values, except the energy values for the first 7 low lying levels are given in 
the form: Experimental value (ENSDF value).

ENSDF database. However, for 29 levels observed in this study, there is no data in the ENSDF 
library yet. In this work, we observed 183 secondary gamma transitions for which there is no 
information in the ENSDF database. 136 of these new observed secondary transitions come from 
the levels already in the ENSDF library, and 47 from levels determined for the first time in this 
work. Among secondary transitions, the ones with energies 879.75, 1061.45, 1185.1, 1304.8 and 



12 D. Knezevic et al. / Nuclear Physics A 993 (2020) 121645
Fig. 6. Experimental level scheme of 94Nb with intermediate level energies from 1800 to 2390 keV. Dashed lines - levels 
and gammas not found in the ENSDF library; bold spin values - values suggested by the authors for the levels without 
spin information in the ENSDF library. All energy values, except the energy values for the first 7 low lying levels are 
given in the form: Experimental value (ENSDF value).

1334.6 keV are included in the ENSDF database, but until now, they have not been placed into 
the decay scheme, and can also be considered as new data.

The comparison of determined energies of levels and gammas with the ones from the ENSDF 
database shows an average deviation of about 0.9 keV. For 104 levels and gammas, the deviation 
is larger than 1.5 keV. In those cases, ENSDF values were assigned tentatively by the authors. 
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Fig. 7. Experimental level scheme of 94Nb with intermediate level energies from 2390 to 3100 keV. Dashed lines - levels 
and gammas not found in the ENSDF library; bold spin values - values suggested by the authors for the levels without 
spin information in the ENSDF library. All energy values, except the energy values for the first 7 low lying levels are 
given in the form: Experimental value (ENSDF value).

This relatively large discrepancy can be explained by insufficient statistics in the present TSC 
spectra, which can cause uncertainty in the determination of the energy. For more precise data a 
longer time of measurements would be required.

The level scheme of 94Nb obtained in this work is presented in Figs. 5 to 8. As it is known 
from [30], spin of the initial level of a cascade at a capture of thermal neutron in most cases 
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Fig. 8. Experimental level scheme of 94Nb with intermediate level energies from 3100 to 5520 keV. Dashed lines - levels 
and gammas not found in the ENSDF library; bold spin values - values suggested by the authors for the levels without 
spin information in the ENSDF library. All energy values, except the energy values for the first 7 low lying levels are 
given in the form: Experimental value (ENSDF value).

(∼96%) is 4+ and only in some (∼4%) instances J=5+. Thus, spin of an intermediate cascade 
level can take the values of J = 3, 4 and 5, with the exception of the cascade with the energy of 
final level Ef =140 keV, for which J = 3 is most likely. Among the peaks presented in Fig. 2, 
there are no cascades with a spin difference δJ�3 between initial and final levels, so the nature 
of the major part of the cascade quanta is E1 or M1. Also, for 5 final levels of cascades with 
positive parity, both transitions are either magnetic or electric that can have an influence on the 
emission spectrum, if the investigated nucleus is to be compared with other odd-odd nuclei.

4. Conclusion

In this paper, we presented the spectroscopic information obtained by investigating two-step 
gamma cascades following thermal-neutron capture on 93Nb. As a result, the level scheme for the 
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94Nb nucleus was obtained. Our data are in good agreement with the data in the ENSDF library. 
29 new levels were observed with 27 new primary and 183 secondary gamma transitions in the 
energy range between 0.2 MeV and 7 MeV. These results will be useful for future investigations 
of nuclear structure parameters such as level density and radiative strength function.
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a b s t r a c t 

A new method for atmospheric correction of cosmic ray data is designed. It’s fully empirical, based on 

the principal component analysis. The method requires knowledge of the pressure and the temperature 

profile of the atmosphere. It’s applicable to all muon detectors. The method is tested on muon data from 

two detectors in Belgrade cosmic ray station, one located on the ground level and the other at the depth 

of 25 mwe. Correction reduces variance by 64.5% in ground level detector data and 38.1% in underground 

data. At the same time, the amplitude of the annual variation is reduced by 86.0% at ground level and 

54.9% underground. With the same data sets the presented method performs better than the integral 

correction method. 

© 2019 Elsevier B.V. All rights reserved. 
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. Introduction 

Count rates of ground based or underground cosmic-ray (CR)

uon detectors are affected by atmospheric parameters (air pres-

ure and temperature at different heights). The proper description

f atmospheric effects is necessary for understanding primary CR

ariations, originating outside of the atmosphere. 

Early studies in CR temporal variations [1,2] revealed the exis-

ence of a variation caused by the change of air pressure, the so

alled ”barometric effect”. With the increase in pressure the atmo-

phere represents thicker absorber, resulting in reduced number of

uons reaching the ground level. Therefore, muon flux is expected

o be anti-correlated with atmospheric pressure. 

Observed negative correlation between muon flux and atmo-

pheric temperature, the so called “negative temperature effect”,

as been explained by Blackett [3] to be a consequence of muon

ecay. During warm periods the atmosphere is expanded and the

ain layer of muon production ( ∼100 mb) is higher, resulting in

onger muon path and lower surviving probability to the ground

evel. Low energy muons are more affected, while the flux of high

nergy muons, capable of penetrating great depth, does not suffer.

t deep underground experiments another type of temperature ef-

ect, “positive temperature effect” is pronounced [4] . Development

f nuclear emulsions capable of detecting energetic charged par-

icles lead to discovery of charged pions in CRs and π − μ decay

5–7] . The positive temperature effect is interpreted as a conse-
∗ Corresponding author. 
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uence of latter process [8,9] . Pions created in the interactions of

rimary CR particles with the atmospheric nuclei can decay into

uons or interact with air nuclei. Higher temperature in the pro-

uction layer means lower air density and consequently, lower in-

eraction probability and higher muon production. 

In most cases linear regression is sufficient to account for the

arometric effect. The tem perature effects are treated by empirical

nd theoretical methods. In addition to the barometric coefficient

, the method of effective level of generation [8] introduces two

mpirical parameters: αH to encounter for muon intensity varia-

ions δI μ correlated with the change of the height of generation

evel δH (negative effect) and αT for the changes of the tempera-

ure of this level (positive temperature effect). 

I μ = βδp + αH δH + αT δT (1)

uperier method has been successfully used in many studies for

he atmospheric corrections of muon data ( [10–15] etc.). 

It’s been argued [16,17] that for correct temperature correction

f muon detectors count rate the vertical temperature profile of

he entire atmosphere needs to be known. In the so called integral

ethod the muon intensity variations caused by the temperature

re described by the equation: 

δI μ

I μ
= 

∫ h 0 

0 

W T (h ) δT (h ) dh (2)

here δT ( h ) is the variation of temperature at isobaric level h with

espect to the referent value and W T ( h ) is the temperature coeffi-

ient density. The coefficients are calculated theoretically and the

est known calculations are given in references [18,19] . 

https://doi.org/10.1016/j.astropartphys.2019.01.006
http://www.ScienceDirect.com
http://www.elsevier.com/locate/astropartphys
http://crossmark.crossref.org/dialog/?doi=10.1016/j.astropartphys.2019.01.006&domain=pdf
mailto:dragic@ipb.ac.rs
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The mass-average temperature method [20] is a variant of the

integral method, based on the assumption of small changes of the

temperature coefficient density W T ( h ) with the atmospheric depth

h allowing its average value W T to be put in front of the integral

in the Eq. (2) and on determination of the mass-averaged temper-

ature T m 

: 

δI μ

I μ
= W T (h ) 

∫ h 0 

0 

δT (h ) dh = W T (h ) · δT m 

(3)

The method was used in numerous studies ( [21–23] to name a

few). 

Another form of the integral method is the effective tempera-

ture method [24] . By introducing the temperature coefficient αT : 

αT = 

∫ h 0 

0 

W T (h ) dh 

the Eq. (2) can be normalized as: 

δI μ

I μ
= 

∫ h 0 

0 

W T (h ) dh ·
∫ h 0 

0 W T (h ) δT (h ) dh ∫ h 0 
0 W T (h ) dh 

= αT · δT e f f (4)

where the effective temperature T eff is defined as: 

T e f f = 

∫ h 0 
0 W T (h ) T (h ) dh ∫ h 0 

0 W T (h ) dh 

The latter method is popular with the underground muon tele-

scopes [25,26] . 

Different methods of atmospheric correction might be com-

pared on the basis of several criteria. One is requirement of the

lowest variance of corrected data. Since the most prominent tem-

perature effect on CR time series is seasonal variation, another cri-

terion is the smallest residual amplitude of seasonal variation after

correction is applied. The latter does not take into account possible

genuine seasonal variation of non-atmospheric origin. 

Early studies comparing Dupierier’s empirical and Dorman’s

theoretical methods ( [27] and references therein) found similar ac-

curacy of two methods, with essentially the same corrections at

sea level, but with the integral method overestimating the temper-

ature effect. 

A more recent study [28] compared different methods of at-

mospheric correction for data from Nagoya and Tibet supertele-

scopes, as well as Yakutsk, Moscow and Novosibirsk telescopes.

They found the mass-averaged temperature method to practically

coincide with the integral method. On the other hand, the effective

level of generation method for Nagoya shows discrepancy from the

integral method in winter time, being able to eliminate only 50%

of the temperature effect. Even with the integral method in the

case of Tibet muon telescope the removal of temperature effect

is achieved with the density of temperature coefficients 3 times

higher than calculated ones. The precise origin of disagreement is

unknown. 

The method of the effective level of generation takes care of

key physical causes of the temperature effect. However, it does not

make optimal use of the temperature data. Also, the assumption of

a single level of main muon production is a simplification. Detailed

CORSIKA simulation of the shower development in the atmosphere

reveals the actual distribution of the muon generation heights (see

Fig. 1 ). 

Different im plementations of the integral method exist, em ploy-

ing different approximations, choice of parameters, models of the

atmosphere, whether kaon contribution is taken into account, lead-

ing to differences in calculated density temperature coefficients

(see for instance discussion in [29] ). As already mentioned, on the

case of Tibet telescope [28] theoretical calculations do not fully

correspond to the local experimental conditions and the origin of

disagreement is difficult to trace. 
The effective temperature method lacks universality, since it

orks best with the data from deep underground detectors. 

Here we propose a new method for atmospheric corrections.

t’s fully empirical, makes use of the available temperature data

hrough entire atmosphere and it’s applicable to arbitrary detector

rrespective to energy sensitivity and is simple to implement. The

ethod is based on the principal component analysis, thus reduc-

ng dimensionality of the problem, exploiting correlations between

tmospheric variables and ensuring mutual independence of cor-

ection parameters. The price is loss of clear physical interpreta-

ion of these parameters, since the pressure and the temperature

t different levels are treated on equal footing. 

. Method description 

.1. Meteorological data 

Set of variables that enter principal component decomposition

onsists of atmospheric temperature profile for the given location

s well as locally measured atmospheric pressure. Meteorological

alloon soundings for Belgrade are not done frequently enough to

e used for suggested analysis. As a consequence, modeled tem-

eratures were used instead. However, there were enough balloon

ounding data for testing consistency of the modeled temperatures.

There are several weather and global climate numerical models

vailable today. Here, Global Forecast System [30] data was used.

FS is a weather forecast model, developed by National Centers

or Environmental Prediction [31] , which is able to predict large

umber of atmospheric and land-soil parameters. Apart from fore-

ast data, GFS also provides retrospective data produced taking into

ccount most recent measurements by a world wide array of me-

eorological stations. Retrospective data are produced four times a

ay at 0 0:0 0, 06:0 0, 12:0 0 and 18:00 UTC. Data with finer tempo-

al resolution are obtained by cubic spline interpolation. Temper-

tures for the following 25 isobaric levels (in mb) were used for

nitial analysis: 10, 20, 30, 50, 70, 100, 150, 200, 250, 300, 350,

00, 450, 500, 550, 600, 650, 700, 750, 800, 850, 900, 925, 975,

0 0 0. Horizontal spatial resolution for modeled data is 0.5 degrees,

o coordinates closest to the experiment location (latitude 44.86,

ongitude 20.39), were selected with this precision. Before any fur-

her analysis was done, GFS modeled temperature profiles were

ompared to local meteorological balloon soundings for Belgrade,

here balloon data was available. Fig. 2 shows profile of differ-

nces between modeled and measured values for different isobaric

evels. Disagreement was found between measured and modeled

emperature at the lowest level. As a result, it was decided not to

se temperature data for isobaric level of 10 0 0 mb in further anal-

sis. Ground temperature data measured by local meteorological

tations was used for lowest layer instead. Similar problem with

he GFS data was reported before by [28] who found 5 o C devia-

ion in the summer time near ground level at Yakutsk location. 

Atmospheric pressure and ground level temperature from the

epublic Hydro-meteorological Service of Serbia was used to com-

ose unique local pressure and temperature time series. 

.2. Cosmic-ray data 

The analysis is performed on data from Belgrade muon detec-

ors. The Belgrade cosmic-ray station, together with the present

etector arrangement is described in details elsewhere [32] . Two

uon detectors are located in the laboratory, one at the ground

evel and the other at the depth of 25 mwe. Data are recorded on

he event-by event basis and can be integrated into the time se-

ies with the arbitrary time resolution. For most purposes hourly

ata are used. Muon detectors are sensitive to primary cosmic rays
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Fig. 1. Distribution of muon generation at different heights in the atmosphere, according to CORSIKA simulation. 
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Fig. 2. Distribution of differences between measured temperatures and modeled by GFS. 
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f 59 GeV median energy in the case of ground level detector and

37 GeV for underground detector. 

.3. Principal component decomposition 

Principal component analysis is a convenient and widely used

ata reduction method when dealing with strongly correlated
ata. It transforms the original set of variables into a set of

ncorrelated variables (called principal components (PC)). The

rincipal components are ordered according to decreasing vari-

nce. In our case, there are 26 input variables: 24 modeled

emperatures (isobaric level 10 0 0 mb temperature excluded), lo-

ally measured ground level temperature and local atmospheric

ressure. Initial variables were centered and normalized before
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Fig. 3. Composition of nine principal components with largest variance (in decreasing order). Input variables are displayed on X -axis: 1 being pressure, 2 temperature of 

10 mb isobaric level, 26 being local ground level temperature. Y -axis represents rotations. 
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decomposition. After decomposition, a new set of 26 principal

components was obtained. Decomposition should not be regarded

as universal, but it should be redone for every location and period

under study. 

One year was selected as a suitable time period for the

analysis, in order to reduce possible seasonal bias, due to at-

mospheric temperature annual variation. Additional criteria were

quality and consistency of muon data. Taking this into account, fi-

nal time interval selected for analysis was from 01.06.2010 to 31.05.

2011. 

Fig. 3 shows composition plots for the first nine principal com-

ponents, that account for 98% of total variance. X -axis represents

input atmospheric variables, first being atmospheric pressure, fol-

lowed by 10 mb layer temperature, last being ground level lo-

cal temperature. Y -axis represents decomposition rotations for a

given principal component. Interesting features observed on these

plots are that first two principal components depend almost ex-

clusively on temperature. The first one is mostly combination of

temperatures in the troposphere (isobaric levels 250–10 0 0 mb)

with almost equal weights. The second eigenvector accounts for

significant variance of temperatures in higher atmospheric lev-

els (10–250 mb), with the strongest contribution centered in the

tropopause. Components 3 to 6 have mixed p-T composition. The

correlation of atmospheric pressure and temperature at different

heights is not surprising. The diurnal and semi-diurnal oscillations

of pressure are attributed to the warming of the upper atmosphere

by the Sun [33] . This correlation makes it impossible to define a

single barometric parameter in PCA based method of atmospheric

corrections. It’s worth mentioning that Dorman [34] recognizes

three different barometric effects: absorption, decay and genera-
ion effect. It also indicates that empirical methods with separated

ressure and temperature corrections might lead to overcorrection.

The values of the eigenvectors for these first nine components

re also given in Table 1 . 

Fig. 4 shows plot of proportion of variance as well as plot of cu-

ulative variance for obtained principal components. Correspond-

ng numerical values are given in Table 2 . 

Usually, only a first few principal components (containing high

raction of total variance) are of practical interest. There are vari-

us different methods and rules for choosing how many PCs to re-

ain in the analysis, none completely free of subjectivity (see for

xample a thorough discussion in [35] ). A rule based on cumu-

ative percentage of total variation usually recommends to retain

Cs responsible for 70–90% of total variation. When one or two

omponents are dominant, higher value (95%) is appropriate. In

ur case it would mean keeping first 6 PCs. According to Kaisser’s

ule only PCs with the eigenvalue λ> 1 should be retained. Jol-

iffe [35] suggested 0.7 as correct level, exceeded by six of our PCs.

nother rule proposes to retain components with the eigenvalue

bove mean, a condition satisfied by first seven of our PCs. Another

opular model is broken stick, but in application to our problem is

oo restrictive, leading to only two relevant PCs. The scree graph

r log-eigenvalue diagram don’t provide clean cut with our set of

Cs. 

To test the meaningfulness of potentially relevant PCs, the

ime series from PC data are constructed and tested whether

hey are distinguishable from white noise. The procedure is often

one when principal component analysis is applied to atmospheric

hysics problems [36] . The time series with hourly resolution for

he first three PCs are plotted on Fig. 5 . 
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Table 1 

Definition of first nine principal components. 

Variables Principal components 

PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 

p 0.07699 0.04117 0.44694 −0.61285 0.16301 −0.57121 0.14028 −0.08106 0.03443 

T (10) −0.0947 −0.11603 0.43488 0.5344 0.43741 −0.11036 −0.04499 −0.15825 0.46469 

T (20) −0.16947 −0.21766 0.35754 0.18029 0.20527 0.08546 −0.07719 0.20635 −0.40309 

T (30) −0.16476 −0.27825 0.29593 −0.02505 −0.02204 0.14134 0.00634 0.28574 −0.47812 

T (50) −0.09124 −0.37682 0.20969 −0.17322 −0.25798 0.12084 0.19349 0.14645 0.18493 

T (70) −0.01483 −0.42304 0.04507 −0.08651 −0.3472 0.09965 0.18155 0.01024 0.31886 

T (100) 0.02192 −0.43132 −0.02451 0.08228 −0.25692 −0.04937 −0.06464 −0.3103 0.1183 

T (150) 0.01487 −0.40127 −0.24673 0.03037 0.012 −0.32566 −0.43658 −0.28393 −0.23316 

T (200) −0.04737 −0.33404 −0.38636 −0.13563 0.40141 −0.2069 −0.16852 0.31181 0.07995 

T (250) −0.16218 −0.17984 −0.29739 −0.18123 0.43708 0.18013 0.32866 0.13662 0.17389 

T (300) −0.22473 −0.03266 −0.07561 −0.14073 0.21179 0.26504 0.23807 −0.27931 −0.06785 

T (350) −0.2369 0.01439 0.00488 −0.12991 0.0998 0.1988 0.05306 −0.31612 −0.0771 

T (400) −0.23956 0.03362 0.02958 −0.12159 0.04075 0.14932 −0.06959 −0.27189 −0.04852 

T (450) −0.24028 0.04271 0.0402 −0.11503 0.00384 0.10744 −0.14772 −0.21165 −0.01823 

T (500) −0.24005 0.04935 0.0428 −0.11304 −0.02187 0.07218 −0.19893 −0.14512 0.03068 

T (550) −0.23958 0.05695 0.03965 −0.11295 −0.03254 0.0388 −0.23263 −0.06843 0.08056 

T (600) −0.23881 0.06549 0.03681 −0.10649 −0.04369 0.01102 −0.24562 0.02401 0.12499 

T (650) −0.23854 0.07279 0.0236 −0.09184 −0.06132 −0.01542 −0.21788 0.12597 0.15977 

T (700) −0.23835 0.0801 0.00429 −0.06052 −0.07601 −0.04668 −0.16785 0.19559 0.14932 

T (750) −0.23842 0.08071 −0.01837 −0.01332 −0.09245 −0.07308 −0.11295 0.22563 0.12401 

T (800) −0.23814 0.07557 −0.03907 0.05036 −0.10989 −0.09943 −0.04696 0.19596 0.07735 

T (850) −0.23701 0.0675 −0.06202 0.1081 −0.11988 −0.12745 0.04989 0.13672 0.0304 

T (900) −0.23535 0.05462 −0.07977 0.14776 −0.11454 −0.16955 0.16551 0.06204 −0.02952 

T (925) −0.23414 0.04606 −0.08313 0.15641 −0.10257 −0.19925 0.21877 0.01715 −0.05804 

T (975) −0.23108 0.00789 −0.08827 0.13022 −0.05888 −0.28046 0.284 −0.11523 −0.12249 

T (10 0 0) −0.22494 −0.01582 −0.10092 0.13401 −0.04977 −0.30749 0.28553 −0.16516 −0.15908 

Fig. 4. Proportion of variance (left) and cumulative proportion of variance (right) for all 26 principal components. 

Fig. 5. Time series of the first 3 PCs. 
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Table 2 

Variance (individual and cumulative) for all 26 PCs. 

Principal component Eigenvalue Percentage of variance Cumulative variance (%) 

1 4.0091 0.618186 0.618186 

2 2.08613 0.167383 0.785569 

3 1.23367 0.0585361 0.844105 

4 1.05205 0.0425699 0.886675 

5 0.951245 0.0348026 0.921478 

6 0.766726 0.0226103 0.944088 

7 0.615122 0.0145529 0.958641 

8 0.519837 0.0103935 0.969034 

9 0.460327 0.0 08150 04 0.977184 

10 0.382006 0.00561263 0.982797 

11 0.32832 0.00414592 0.986943 

12 0.294489 0.00333553 0.990278 

13 0.247876 0.00236317 0.992642 

14 0.239462 0.00220546 0.994847 

15 0.206157 0.00163465 0.996482 

16 0.184453 0.00130857 0.99779 

17 0.144657 8.04834E −4 0.998595 

18 0.119676 5.5086E −4 0.999146 

19 0.0938189 3.38538E −4 0.999485 

20 0.0739496 2.10328E −4 0.999695 

21 0.0586253 1.32189E −4 0.999827 

22 0.0414996 6.62391E −5 0.999893 

23 0.0338811 4.41511E −5 0.999937 

24 0.0281359 3.04472E −5 0.999968 

25 0.0219102 1.84637E −5 0.999986 

26 0.0188263 1.36319E −5 1 

Fig. 6. Autocorrelation function of the first 3 PCs. Time lag is given in hours. In the case of PC2, 95% significance level is indicated by dashed red line. (For interpretation of 

the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 7. Spectral analysis of time series of the first 3 PCs. 



M. Savi ́c, A. Dragi ́c and D. Maleti ́c et al. / Astroparticle Physics 109 (2019) 1–11 7 

8− 6− 4− 2− 0 2 4 6 8 10
PC

0.1−

0.08−

0.06−

0.04−

0.02−

0

0.02

0.04

0.06

0.08

0.1

N
/N

δ

 / ndf2χ  0.5253 / 2319
p0       0.0003126– 0.0001707 
p1      05− 7.69e– 0.002213 

 / ndf2χ  0.5253 / 2319
p0       0.0003126– 0.0001707 
p1      05− 7.69e– 0.002213 

Count_vs_PC_1

6− 4− 2− 0 2 4 6
PC

0.1−

0.08−

0.06−

0.04−

0.02−

0

0.02

0.04

0.06

0.08

0.1

N
/N

δ

 / ndf2χ  0.7023 / 2319
p0       0.0003614–0.0001788 −
p1       0.0001727– 0.00102 

 / ndf2χ  0.7023 / 2319
p0       0.0003614–0.0001788 −
p1       0.0001727– 0.00102 

Count_vs_PC_2

4− 3− 2− 1− 0 1 2
PC

0.1−

0.08−

0.06−

0.04−

0.02−

0

0.02

0.04

0.06

0.08

0.1

N
/N

δ

 / ndf2χ  0.6046 / 2319
p0       0.0003377–0.0009673 −
p1       0.0003306–0.006737 −

 / ndf2χ  0.6046 / 2319
p0       0.0003377–0.0009673 −
p1       0.0003306–0.006737 −

Count_vs_PC_3

3− 2− 1− 0 1 2 3
PC

0.1−

0.08−

0.06−

0.04−

0.02−

0

0.02

0.04

0.06

0.08

0.1

N
/N

δ

 / ndf 2χ  0.5354 / 2319
p0       0.0003196– 0.001299 
p1       0.0002968– 0.00823 

 / ndf 2χ  0.5354 / 2319
p0       0.0003196– 0.001299 
p1       0.0002968– 0.00823 

Count_vs_PC_4

3− 2− 1− 0 1 2 3
PC

0.1−

0.08−

0.06−

0.04−

0.02−

0

0.02

0.04

0.06

0.08

0.1

N
/N

δ

 / ndf2χ  0.4411 / 2319
p0       0.0002864–0.0004126 −
p1       0.0002954–0.01117 −

 / ndf2χ  0.4411 / 2319
p0       0.0002864–0.0004126 −
p1       0.0002954–0.01117 −

Count_vs_PC_5

2− 1− 0 1 2 3
PC

0.1−

0.08−

0.06−

0.04−

0.02−

0

0.02

0.04

0.06

0.08

0.1

N
/N

δ

 / ndf2χ  0.6805 / 2319
p0       0.0003567– 0.0001714 
p1       0.0004434– 0.004662 

 / ndf2χ  0.6805 / 2319
p0       0.0003567– 0.0001714 
p1       0.0004434– 0.004662 

Count_vs_PC_6

1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
PC

0.1−

0.08−

0.06−

0.04−

0.02−

0

0.02

0.04

0.06

0.08

0.1

N
/N

δ

 / ndf2χ  0.7129 / 2319
p0       0.0003671–0.0001242 −
p1       0.0005736–06 −6.397e−

 / ndf2χ  0.7129 / 2319
p0       0.0003671–0.0001242 −
p1       0.0005736–06 −6.397e−

Count_vs_PC_7

2− 1.5− 1− 0.5− 0 0.5 1 1.5
PC

0.1−

0.08−

0.06−

0.04−

0.02−

0

0.02

0.04

0.06

0.08

0.1

N
/N

δ

 / ndf2χ  0.7122 / 2319
p0       0.0003638–0.0001314 −
p1       0.0006979– 0.001044 

 / ndf2χ  0.7122 / 2319
p0       0.0003638–0.0001314 −
p1       0.0006979– 0.001044 

Count_vs_PC_8

1.5− 1− 0.5− 0 0.5 1 1.5
PC

0.1−

0.08−

0.06−

0.04−

0.02−

0

0.02

0.04

0.06

0.08

0.1

N
/N

δ

 / ndf2χ  0.7047 / 2319
p0       0.0003792–0.0007132 −
p1       0.0008818– 0.004569 

 / ndf2χ  0.7047 / 2319
p0       0.0003792–0.0007132 −
p1       0.0008818– 0.004569 

Count_vs_PC_9

Fig. 8. Muon count dependence on principal components for the first nine principal components (GLL). 
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Fig. 9. Muon count dependence on principal components for the first nine principal components (UL). 
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The subsequent temperature and pressure measurements are

highly correlated, as evident from autocorrelation function plot for

selected PCs ( Fig. 6 ). 

The spectral analysis of the PC time series reveals, for PCs with

the strong pressure component, semi-diurnal periodicity in addi-

tion to diurnal ( Fig. 7 ). 

Since our purpose is the regression of muon data with princi-

pal components, selecting the components with significantly high

variance is not the main issue. It is more important to identify PCs

with high correlation with CR data. Components with relatively

low variance, can have high predictive power. 

2.4. Correlation of principal components with CR muon count rate 

and correction of muon data 

Scatter plot of muon count rate vs. PCs, together with the

linear fit for the first nine principal components are shown on

Fig. 8 (GLL) and Fig. 9 (UL). In the analysis hourly summed muon

counts and principal component values for the respective hour

were used. To minimize the effect of geomagnetic disturbances,

only data for International Quiet Days were taken into account. The

International Quiet Days are the days with minimum geomagnetic

activity for each month. The selection of quiet days is deduced

from K p index. In our analysis 5 quietest days for each month

are considered. The values of correlation coefficients are listed in

Table 3 . 

Principal components PC1, PC3, PC4, PC5 and PC6 have been

identified as ones with significant contribution to the muon flux

variation. Interestingly enough, the PC2, responsible for 16.7% vari-

ance of the meteorological data has very little effect on muon flux,

at neither ground nor underground level. Ground level muon flux

variation is more affected by the first principal component, de-

pending chiefly on the temperature in the troposphere. The find-

ing agrees with usual negative temperature effect. The other PCs

are difficult to compare with traditional correction parameters.

Yet, the effect of PC3, that is composed more from upper atmo-

sphere temperatures and hence could be loosely associated with

positive temperature effect, is more pronounced for the under-

ground muon flux. Fourth and fifth principal components with

strong pressure contribution affect more ground level muon flux.

On the other hand, PC6, also the one with high pressure com-

ponent, has more pronounced influence on underground muon

flux. 

Gradients obtained from the fits for the significant principal

components 1, 3, 4, 5 and 6 were then used to calculate the PCA

corrected muon count according to the formula: 

N 

(cor r ) 
μ = N μ− < N μ > 

∑ 

i 

k i P C i , i = 1 , 3 , 4 , 5 , 6 (5)

where N 

(cor r ) 
μ corr is the corrected muon count, N μ is the raw

muon count, < N μ > is the mean count for the whole pe-

riod, k i are the gradients and PC i are the corresponding prin-

cipal components. Resulting corrected muon count time se-

ries are plotted on Figs. 10 (GLL) and 11 (UL) along with

raw and pressure only corrected time series. Pressure cor-

rected time series are produced for reference. Barometric co-

efficient was determined by applying linear regression to the

same data set used for PCA. Data was previously corrected for

temperature effect using integral method, as in Ref. [37] . Pres-

sure corrected and PCA corrected time series are fitted with

sine function with annual period in order to illustrate how

PCA correction affects yearly variation induced by temperature

effect. 

PCA based atmospheric corrections remove 64.5% of total vari-

ance in GLL time series and 38.1% in UL time series. Pressure cor-

rected CR time series exhibit annual variation, a consequence of
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Fig. 10. Raw (upper panel), pressure corrected (middle panel), pressure + temperature corrected with PCA method (3rd panel from the top) and pressure + temperature 

corrected with integral method (lower panel) normalized muon count rate for GLL. The sine function with one year period is fitted to the data. 
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he temperature effect. The performance of the temperature cor-

ection may be tested by comparing the amplitude of the annual

ariation before and after correction. With presented method the

mplitude of the annual variation is reduced by 86% (54.9%) in the

ase of GLL (UL) with respect to the pressure only corrected time

eries. 

To further test the new method, the atmospheric correction of

LL data are performed by the integral method. The correction re-

ulted in 56.25% of variance reduction and 68.1% of reduction of

he amplitude of the annual wave. At least in the case of our CR

ata set the new method performs somewhat better than the in-

egral method. 
. Conclusion 

The principal component analysis is successfully used to con-

truct a new empirical method for the atmospheric corrections

f CR muon data. The method is equally applicable to all muon

etectors, irrespective to location: ground level, shallow or deep

nderground. It requires knowledge of the atmospheric pressure

nd temperatures along the entire atmosphere, which is nowadays

vailable in databases such as GFS. The method is suitable for the

ear real-time correction, with the delay defined by the availabil-

ty of the atmospheric data (one day in the case of present GFS

ata). When applied to Belgrade muon data from two detectors
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Fig. 11. Raw (upper panel), pressure corrected (middle panel), pressure + temperature corrected with PCA method (3rd panel from the top) and pressure + temperature cor- 

rected with integral method (lower panel) normalized muon count rate for UL. The sine function with one year period is fitted to the data. 
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(ground level and at 25 mwe), the method requires correction to

five parameters, determined from linear regression. With the same

CR dataset, the present method yields results superior to the in-

tegral method in terms of variance reduction and reduction of the

annual variation. The new method is also suitable for temperature

corrections of the neutron monitor data, which is seldom done in

practice. 
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Abstract. Galactic cosmic rays entering heliosphere are modulated by interplanetary magnetic field which
is carried away from the Sun by the solar wind. Cosmic rays are additionally modulated by coronal mass
ejections and shock waves, which can produce Forbush decrease, a transient decrease in the observed
galactic cosmic ray intensity. Measurements of magnetic field and plasma parameters in near-Earth space
detect regularly coronal mass ejections, so it is important to understand the correlation between near-Earth
particles fluxes associated with these coronal mass ejections and Forbush decreases. By combining in situ
measurements of solar energetic particles with ground-based observations by the Belgrade muon detector,
we analysed the dynamics of the variation of galactic cosmic rays. Correlation between variations of the flux
of the cosmic rays and average in situ particle fluxes was investigated during Forbush decreases. Correlation
exhibited dependence on the energy of solar wind particles, but also on cut-off rigidities of cosmic rays
detected on the ground. The goal of cross-correlation analysis is to help in better understanding of how
coronal mass ejections affect space weather as well as the effects they have on primary cosmic ray variations
as detected by ground-based cosmic ray detectors.

1 Introduction

Space weather has been widely used as a term to define
impact of the Sun, heliosphere and geomagnetic field on
our biosphere and our technological systems. Under-
standing space weather is a matter of both scientific
interest and practical importance as its impact could
potentially be hazardous to our civilisation. Cosmic
ray (CR) observations can also be used to study space
weather. Primary (or galactic) CRs are high-energy
nuclei (mainly protons) that originate from outside of
our solar system. Their flux and energy range is cover-
ing several tens of orders of magnitude (flux from 10−28

up to 104 (m2 sr sec eV/nucleon)−1 and energy range
up to 1021 eV [10]). As charged particles, CRs are sen-
sitive to magnetic field, so often it is more convenient
to use geomagnetic rigidity instead of energy to char-
acterise primary CRs. Geomagnetic rigidity is defined
as R = Bρ = pq, where B is the magnetic field, ρ is the
gyroradius of the particle due to this field, p is the parti-
cle momentum and q is its charge [14]. As they traverse
interplanetary space, galactic CRs interact with helio-
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s10053-021-00172-x) contains supplementary information,
which is available to authorized users.

a e-mail: veselinovic@ipb.ac.rs (corresponding author)

spheric magnetic field. The heliosphere is the region
of space around the Sun dominated by the solar wind
and the interplanetary magnetic field (IMF). The solar
wind is a stream of supersonic plasma blowing outward
from the Sun. IMF represents solar magnetic field car-
ried by highly conducting solar wind plasma. Interac-
tion of CRs with this large-scale field modulates CRs
flux intensity measured on Earth, which is nested deep
inside the heliosphere. Interaction with the heliosphere
causes gradient and curvature drift motion of CRs and
scattering by the magnetic irregularities embedded in
the solar wind [19]. Variations in the solar magnetic
field directly affect the heliosphere, most prominent
being the solar cycle variation with a period of about
11 years. Solar cycle affects activity of the Sun which is
visible in varying number of sunspots, solar flares (SFs)
and coronal mass ejections (CMEs). Coronal mass ejec-
tion is an extreme solar activity event, followed by sig-
nificant release of charged particles and accompanying
magnetic field from solar corona. Intensity of measured
CRs flux anticorrelates with the activity of the Sun,
with lower intensity during maximum of the solar cycle
and higher intensity during minimum of solar activity.

One of the transient phenomena of this interaction
is the Forbush decrease (FD), which represents a rapid
depression in CR flux. It is usually characterised by a
sudden decrease reaching minimum within one day, fol-
lowed by a subsequent gradual recovery phase, which
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can last for several days. Typical causes of FD are
transient interplanetary events related to interplane-
tary coronal mass ejections (ICMEs). If the speed of
the ICME is greater than fast magnetosonic wave speed
in the solar wind reference frame, ambient solar wind
plasma will be compressed. The shock can be formed,
which is driven ahead of ICME and can cause enhance-
ment of IMF. FD can also be formed due to corotating
interaction regions between different solar wind streams
with different speed [2]. In this paper, we will only focus
on ICME induced FDs, of which we will study four
cases.

Correlation between parameters characterising FDs
(like magnitude of the decrease, duration, one-step or
two-step FDs, etc.) and solar wind parameters has been
studied for some time. There is reasonable evidence
for correlation between FD magnitude and amplitude
of magnetic field enhancement B, velocity of CME,
maximum solar wind velocities and other parameters
as shown in [7,22]. Also, profile of FDs is modelled
and compared with CME magnetic structure, start-
ing from the simple force-free flux rope with circular
cross section, but it can deviate from this ideal con-
cept. FD magnitude is explained with cumulative effect
of diffusion of CRs through the turbulent sheath region
[3,11]. FD is also energy dependent, where amplitude
of decrease is typically around several percent. Higher-
rigidity CRs only weakly interact with magnetic dis-
turbances, so no significant change of the flux can be
expected for CRs with rigidity of several dozen GV [9].
In order to detect FD at any location, larger statistics
are needed for CRs of lower energy. CRs also inter-
act with geomagnetic field which imposes the mini-
mal rigidity CRs must have in order to reach Earth’s
surface. This geomagnetic cut-off rigidity depends on
geomagnetic latitude. It is smaller at the poles and
increases with latitude, with some exceptions due to
deviation of Earth’s magnetic field from the magnetic
dipole model (i.e., South Atlantic anomaly [4]).

Primary CRs arriving at Earth interact with atoms
and molecules in Earth’s atmosphere. CRs with energy
above 300−400 MeV/nucleon generate showers of sec-
ondary particles. These secondary CRs consist of elec-
trons and photons (electromagnetic component) and
harder, in terms of energy, nuclear component of
the cascade. Nuclear component, at the bottom of
the atmosphere, is composed mainly of muons, pro-
tons, neutrons and neutrinos. Secondary CRs can be
observed with detectors in the atmosphere (balloon
probes), on the ground or even underground. High-
energy muons can penetrate deep underground and can
be an important component of the background in exper-
iments requiring high sensitivity (dark matter search,
proton decay, etc.).

There is a well-known correlation between parame-
ters of solar wind plasma and CR flux, and the goal of
this paper is to extend the study of FDs, specifically its
magnitude and time evolution, to wider range of param-
eters of the heliosphere measured routinely with satel-
lites. We concentrate our study on previously scarcely
used parameters of the solar wind, particularly flux of

charged particles of different energies. These particles
are the source of inhomogeneity in the IMF, so the
goal is to try and find distinguishing characteristics of
FDs, like magnitude of decrease and FD profile that
can be related to the satellite proton flux data, and
examine their potential correlation with other space
weather parameters. This additional information can
be useful in finding explicit connection between param-
eters of solar wind and CR flux and can lead to better
understanding of these complex processes.

2 CR data

In order to provide higher count rate, detector on
Earth has to be omnidirectional and to detect inte-
gral flux over different range of energies. For the last
seventy years secondary CRs are measured using stan-
dard ground-based neutron monitors (NMs) [6]. There
is a worldwide network of NMs (http://www01.nmdb.
eu/) that measures flux of secondary CRs originated
from primary CRs with rigidity range approximately
between 1 GV and 20 GV. Every node of the world-
wide network of ground stations has its unique cut-off
rigidity depending on its geomagnetic coordinates and
height. The other type of widely used ground-based CR
detectors are muon monitors. Muon monitors are sen-
sitive to primary CRs of higher rigidity and comple-
ment NMs measurements [26]. Worldwide network of
these muon stations is still rudimentary, but it can pro-
vide insight into flux variation of primary CRs with
energies higher than CRs detected by NMs. Since both
NMs and muon detectors are energy-integrating detec-
tors and use entire atmosphere above it as a moderator,
it is not trivial to relate count rate of these detectors to
the flux or energy spectrum of primary CRs at the top
of the atmosphere. One needs to know the response of
a detector to a unit flux of CRs with the given energy,
the so-called detector yield function. Yield functions
can be calculated either theoretically, using a numeri-
cal simulation of the nucleonic cascade caused by ener-
getic cosmic rays in the Earth’s atmosphere, e.g., [8],
or semi-empirically, for example based on a latitudinal
survey [16].

As flux of secondary cosmic rays is also sensitive to
varying properties of the atmosphere through which
these CRs propagate, it is necessary to conduct flux
correction of the measured flux for atmospheric param-
eters, where atmospheric pressure correction is the most
important. In addition to atmospheric pressure, CR
muons are sensitive to temperature variations in the
atmosphere, starting from the top of the atmosphere all
the way to the ground level. There are several proce-
dures for corrections of these effects which are regularly
used. Most commonly used are the integral method and
the method of effective level of generation, but some
novel techniques have also been introduced in recent
years [25]. Correction for these atmospheric parameters
is necessary in order to increase detector sensitivity to
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Table 1 Properties of primary CR flux related to muons detected at Belgrade CR station

Detector Muon flux 1/(m2s) E0.05 (GeV) Emed (GeV) E0.95 (GeV) Cut-off rigidity (GV)

GLL 137(6) 11 59(2) 915 5.3
UL 45(2) 31 137(5) 1811 12

variations of primary CRs flux and more precisely study
the influence of solar modulation on galactic CRs.

Belgrade CR station started collecting data with the
current experimental set-up in 2009. The station con-
sists of two separate detector units: one placed on
ground level (GLL) and the other in shallow under-
ground (UL), both utilising the same experimental set-
up. Such configuration provides opportunity to moni-
tor muon fluxes in two different energy ranges with all
other external parameters (such as atmospheric param-
eters, geomagnetic location and experimental set-up)
being the same. Underground part of the station detects
muons originated from primary CRs with higher energy
because of the layer of soil overburden (13 m of loess)
which absorbs lower-energy muons. Details of the detec-
tor systems at the Belgrade CRs station as well as calcu-
lated response functions are presented in [29]. The sta-
tion is situated at the Laboratory for Nuclear Physics at
the Institute of Physics Belgrade, Serbia. The altitude
of the station is 78 m above sea level. Its geographic
coordinates are: 44◦51′ N and 20◦23′ E, with geomag-
netic latitude of 39◦32′ N. Sensitivity of Belgrade CR
detectors to galactic CRs is given in Table 1, where
primary CRs with the energy below E0.05 (and above
E0.95) contribute with 5% to the count rate of the cor-
responding detector, and Emed is median energy based
on simulation. In preparation for the analysis, detected
muon count rates are corrected for efficiency, as well
as for barometric and atmospheric temperature effects.
Temperature effect correction is done using integral
method [24].

3 Satellite data

In recent years, satellites provide new direct measure-
ments of primary CRs flux in the heliosphere and the
geomagnetic field. Also, detectors mounted on space-
craft allow us to probe even further, as Voyager recently
crossed heliospheric boundary and for the first time
galactic CRs flux was measured outside the heliosphere.
The problem with such measurements is limitation to
the size of the detectors, due to constraints of the
construction of the satellites. In order to have valid
statistics and good resolution, only low-energy parti-
cle flux can be measured. These low-energy particles
are sensitive to geomagnetic field, which can introduce
additional perturbation. Also, measurements of low-
energy CRs can be masked by the increased flux of
low-energy solar energetic particles (SEPs) in the MeV
energy range. FDs detected by ground-based detec-
tors are measured in energy range several orders of

magnitude higher than the energy range available to
satellites measurements. (NMs detect flux that orig-
inate from ∼ 10 GeV, single muon detectors higher
than that up to ∼ 100 GeV, while solar weather satel-
lite measurements range up to several 100 MeV.) SEP
occurrence is sporadic and depends on which part of
the solar cycle we are in, so long-term studies with
stable data quality are necessary if we are to study
solar modulation of CRs. Such long-term measure-
ments have been performed with various spacecrafts
during the last four decades. Data measured on dif-
ferent interplanetary locations are then used for mod-
elling of the heliosphere, which is important for under-
standing and forecasting space weather. This is a rel-
atively new and dynamic field that is still expanding.
More in situ measurements that can be catalogued [17]
and compared with data from ground based stations
will improve our understanding of near space environ-
ment.

In this paper, we use proton data from ERNE (Ener-
getic and Relativistic Nuclei and Electron experiment)
detector at the SOHO (Solar and Heliospheric Observa-
tory) (https://omniweb.gsfc.nasa.gov/ftpbrowser/flux_
spectr_m.html), which has been performing measure-
ments in Lagrangian point L1 for the last quar-
ter of a century described in [13] and references
therein. Experiments that collects in situ particles data
are ERNE and COSTEP (Comprehensive SupraTher-
mal and Energetic Particle analyser), where data
are combined to meet requirements of the mission.
ERNE detector provides proton flux data in rel-
atively large energy range (1.6 to 131 MeV) sepa-
rated in several energy channels (1.3−1.6, 1.6−2.0,
2.0−2.5, 2.5−3.2, 3.2−4.0, 4.0−5.0, 5.0−6.4, 6.4−8.0,
8.0−10, 10−13, 13−16, 16−20, 20−25, 25−32, 32−40, 40−
50, 50−64, 64−80, 80−100, 100−130 MeV) . Measure-
ments are taken with two different detectors: LED (low-
energy detector) covers lower-energy and HED (high-
energy detector) which covers higher-energy channels
[28]. Satellites, including SOHO, also measure in situ
parameters of the space environment and gather data
about magnetic field, solar wind and concentration and
flux of various types of particles on the location. Satel-
lite data relevant to heliospheric studies are, among
other places, available at GSFC/Space Physics Data
Facility, in the form of low- and high-resolution OMNI
data (https://spdf.gsfc.nasa.gov/pub/data/omni/low_
res_omni/). In this study, we used the low-resolution
OMNI data that contain hourly data for the solar
wind magnetic field and plasma parameters, ener-
getic proton fluxes, and geomagnetic and solar activ-
ity indices for different regions in proximity to Earth
[12].
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4 Four prominent FD events during rising
phase of solar cycle 24

Previous (24th) solar cycle started in December 2008
and ended in November 2019 (as available from Sunspot
Index and Long-term Solar Observations database
http://www.sidc.be/silso/node/167). It had an unusu-
ally weak maximum, with smoothed maximum inter-
national sunspot number of 116. For comparison, in
cycles 22 and 23 this number was 214 and 180, respec-
tively (as available from Sunspot Index and Long-
term Solar Observations database http://sidc.be/silso/
home). Same period was also characterised by smaller
number of FDs, especially ones with larger amplitudes.

There were fifteen strong FDs (with magnitude of
decrease larger than 5% for particles with 10 GV rigid-
ity) recorded in the rising phase of solar cycle 24, how-
ever in this study we will limit our analysis to four
events detected by the Belgrade Cosmic Ray Station
(http://www.cosmic.ipb.ac.rs/). Other prominent FDs
that occurred in this period have not being detected by
either GLL or UL detector due to discontinuity of oper-
ation, so they have been omitted from this study. All
four events followed ejections from an active region on
the Sun, accompanied by a solar flare with interplane-
tary shock wave and sudden storm commencing (SSC),
and disturbance in the geomagnetic field. All of these
FDs were seen by the NM detector network as well.

First significant FD of solar cycle 24 was recorded on
18 February 2011 and has been caused by a CME head-
ing directly towards Earth [20]. It has been detected by
most ground stations around the world. Its morphol-
ogy is influenced by the interaction of two CMEs, first
slower and the second faster (with respective speeds
of 390 km/s and 1020 km/s), that occurred a day apart
[27]. Geomagnetic activity has been relatively weak due
to orientation of the magnetic field of the ejecta [21].

Second event was observed on 7 March 2012. It
included an X-class flare (X5.4), that occurred in
NOAA AR 11429 with an intense halo CME, followed
by several smaller flares and another partial CME. It
caused one of the strongest FDs of the last solar cycle.
Observed solar activity was also related to the intense
geomagnetic storm that followed [15].

A strong SF (X1.6) was detected by several space-
crafts during 10 September 2014, originating from
active region NOAA AR 2158. Based on the SOHO
coronagraph images, this flare was associated with a
CME that was aimed towards Earth, where it arrived
on September 12. This activity resulted in a major geo-
magnetic storm, one of the strongest in 2014.

In the second half of June 2015, solar activity was
very intense, since a number of CMEs and flares were
produced from the powerful AR 12371, which domi-
nated solar activity during that period [23]. The impact
of these CMEs on the Earth’s magnetosphere resulted
in a moderate to severe G4-class geomagnetic storm
that occurred on the summer solstice. The result was a
very interesting and unusual modulation galactic CRs
flux, which appeared as a series of FDs.

For the study of FD events and their relationship
with IMF and geomagnetic disturbances, researchers
from IZMIRAN (Pushkov Institute of Terrestrial Mag-
netism, Ionosphere and Radio Wave Propagation, Rus-
sian Academy of Sciences) created an FD database
(http://spaceweather.izmiran.ru/eng/dbs.html) which
contains various FD parameters, as well as their rela-
tionship with heliospheric and geomagnetic parameters
covering several solar cycles [1]. Properties of the four
selected FDs, taken from the IZMIRAN database, are
given in Table 2.

5 Data analysis

In order to establish the usability of SOHO SEP flux
data in the study of CR variations, we will first anal-
yse how muon count rate time series compare with
some of the IMF parameters more commonly used in
the analysis of solar activity-induced CR variations. To
this end, we compare hourly muon count rates (mea-
sured by Belgrade muon station and corrected for atmo-
spheric effects) with time series for selected parame-
ters from OMNI database. To give more weight to this
qualitative analysis, we concentrate only on periods
of extreme solar activity, in particular periods of the
occurrence of four FD events described in Sect. 4. We
then examine the relationship between measured muon
count rates and the SOHO/ERNE SEP flux data and
analyse any discerning features in comparison with the
ones observed in OMNI data time series. The period
selected for this analysis is approximately one solar
rotation of 27 days. All probes at L1 are about an hour
upstream of the magnetosphere so all their data are
interspersed with data from spacecraft close to Earth
(e.g., IMP 8). In order to compute hourly averages “at
Earth” this time shift has to be taken into account
(https://omniweb.gsfc.nasa.gov/html/ow_data.html).

Next, we investigate the short-term correlation between
SEP flux and muon count rate data during time periods
of four selected FDs. Muon time series for this proce-
dure were selected for times where average muon flux
was significantly lower than the background level. Back-
ground level was determined from moving averages for
hourly count rates 10 days before the event. We then
perform correlative analysis between SOHO SEP flux
data and muon count rates for a period of one year
(from 01.06.2010 to 31.05.2011), in order to establish
the long-term relationship. For further insight, we also
look into the correlation between these variables during
the periods of reduced geomagnetic activity (Interna-
tional Quiet Days) and increased geomagnetic activity
(International Disturbed Days).

Finally, we look in greater detail into SOHO SEP
flux time series. In order to perform more quantitative
analysis, time-integrated flux is calculated for SEP data
for different SOHO energy bins and for the duration of
selected FD events. In order to provide a parameter for
characterisation for different FD events, calculated inte-
gral flux is plotted as a function of proton energy and
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Table 2 Selected FD and interplanetary disturbance parameters (taken from IZMIRAN database)

Parameter FD 1 FD 2 FD 3 FD 4 Parameter comment

Date of FD 18.2.2011. 8.3.2012. 12.9.2014. 22.6.2015.
Date of parent solar event 15.2.2011. 7.3.2012. 10.9.2014. 21.6.2015.
AR number 1158 11429 2158 12371 NOAA active region
VmeanC 584 1198 906 1040 The average ICME velocity

between the Sun and the
Earth, calculated using the
time of the beginning of
the associated CME
observations (in km/s)

Vmax 691 737 730 742 Maximal hourly solar wind
speed in the event (in
km/s)

Bmax 31 23.1 31.7 37.7 Maximal hourly IMF
strength in the event (in
nT)

Bzmin – 5.5 – 16.1 – 9.5 – 26.3 Minimal hourly Bz
component of the IMF in
the event (in nT)

Rbulk 72.25 146.2 131.35 171.25 An estimate of the maximum
proton rigidity (in GV)
that can be reflected by the
total magnetic field,
integrated from the event
onset to the FD minimum

Magn 5.2 11.7 8.5 8.4 FD magnitude for particles
with 10 GV rigidity,
calculated as maximal
range CRs density
variations in the event,
obtained by GSM from NM
network data ( in %)

MagnM 4.7 13.1 6.9 10.4 FD magnitude for particles
with 10 GV rigidity,
corrected on
magnetospheric effect with
Dst-index (in %)

TminM 7 20 9 11 Time from the FD onset to
minimum, calculated from
the data corrected for
magnetospheric effect

Kpmax 5 8 6.33 8.33 Maximal Kp-index in the
event

Apmax 48 207 94 236 Maximal 3-hour Ap-index in
the event

Dstmin – 30 – 143 – 75 – 204 Minimal Dst-index in the
event (in nT)

Flare class X2.2 X5.4 X1.6 M2.6 Associated X-ray flare data
SSN 85 97 126 56 Number of sunspot at the

FD onset day

fitted with a power function. Dependence of magnitude
for selected FDs on the exponents obtained from fitted
distributions is then analysed.

6 Results and discussion

Comparison between time series of selected IMF param-
eters from OMNI database and muon count rate time

series during the periods of four selected FD events
is shown in Fig. 1. Observed anticorrelation between
muon count rates and proton flux and temperature, as
well as with the overall IMF magnetic field and detected
plasma speed, is in agreement with previously stated
evidence in the literature [30].

Similar comparison between muon count rate time
series and selected channels of SOHO/ERNE proton
flux data for the same time intervals is shown in Fig.
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(b)(a)

(d)(c)

Fig. 1 Time series for particle and plasma parameters (taken from OMNI database) in the time interval of approximately
one month around the occurrence of four selected FD events: a February 2011 (start of time interval on 1 February), b
March 2012 (start of time interval on 1 March), c September 2014 (start of time interval on 1 September) and d June 2015
(start of time interval on 13 June)

2. For the sake of clarity, we chose three energy chan-
nels (1.6−2MeV, 16−20 MeV, 100−130 MeV), approx-
imately one order of magnitude apart, where first chan-
nel is measured with LED and the other two with HED
detector on SOHO/ERNE instrument. In case of the

February 2011 event, there is an observable time lag
(≈55 h) between the increase of measured proton flux
at low-energy channels (1.6−2MeV and 16−20 MeV
energy channels) and the beginning of FD recorded at
ground station. This time lag is also present between
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(a) (b)

(c) (d)

Fig. 2 Hourly time series for different proton channels from SOHO/ERNE and two muon detectors at Belgrade CR station,
in the time interval of approximately one month around the occurrence of four selected FD events: a)February (start of time
interval on 1 February) 2011, b March 2012 (start of time interval on 1 March), c September 2014 (start of time interval
on 1 September) and d June 2015 (start of time interval on 13 June)

OMNI proton flux data and ground station measure-
ments for this FD alone. FD is a complex modula-
tion of CR flux that depends on a lot of parameters,
like magnitude of magnetic field and its components,

speed of solar wind and CMEs (with CME average
speed ≈ 490 km/s), most of which are listed in Table 2.
Parameter values for all four ICMEs are mostly compa-
rable, but one difference that stands out is the discrep-
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Fig. 3 Differential SEP fluxes during extreme solar event in June 2015, measured by SOHO/ERNE proton channels.
Vertical dashed lines indicate the time for the start and the end of interval used to calculate the integral flux

ancy in average CME velocity (584 km/s from Table 2.)
for the FD of February 2011, which can possibly explain
the observed time lag for this particular FD.

Based on the observed time lag and other coinci-
dent features, we can establish good agreement between

SOHO low-energy channel data and OMNI data time
series. As for high-energy channels, SEP time series in
100−130 MeV energy range for February 2011 and June
2015 events appear to correlate with muon count rate
measurements on the ground. One possible explanation
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Table 3 Statistical correlation between Belgrade CR station and SOHO/ERNE measurements during the periods of four
selected FD events

FD Energy range (MeV) GLL UL

Pearson coefficient P value Pearson coefficient P value

FEB 11 1.6–2.0 H – 0.10877 0.01 – 0.05285 0.2
16–20 H – 0.18384 2 × 10−5 – 0.10732 0.01
100–130 H 0.24204 < 10−6 – 0.13212 0.02

MAR 12 1.6–2.0 H – 0.48477 < 10−6 – 0.43994 < 10−6

16–20 H – 0.72033 < 10−6 – 0.68221 < 10−6

100–130 H – 0.29172 < 10−6 – 0.27822 < 10−6

SEP 14 1.6–2.0 H – 0.2839 < 10−6 – 0.48052 < 10−6

16–20 H – 0.37814 < 10−6 – 0.63735 < 10−6

100–130 H – 0.04951 0.007 – 0.10466 0.2
JUN 15 1.6–2.0 H – 0.3921 < 10−6 – 0.27531 < 10−6

16–20 H – 0.31229 < 10−6 – 0.17113 < 10−6

100–130 H 0.48588 < 10−6 0.39296 < 10−6

could be that in addition to SEP these energy channels
are also populated by very low-energy CRs.

We can further investigate this assumption by look-
ing more closely into SOHO SEP flux time series for
one of the two weaker FD events. We have selected
June 2015 event, as time series for higher-energy chan-
nels appear to be slightly more informative. Figure 3
shows proton flux series for all energy channels mea-
sured by SOHO/ERNE detector. From these plots, it
is apparent that proton fluxes for energies larger than
64 MeV exhibit different dynamic relative to fluxes of
lower energies, and seem to be in anticorrelation with
them. This indeed supports the assumption these chan-
nels are populated by low-energy CR.

Another way we can illustrate this observation more
quantitatively is by performing correlative analysis.
Firstly, we will look into short-term correlations between
proton flux and muon count rate time series during four
selected FD evens. Correlation between respective time
series was found using Pearson correlation coefficient.
For significance two-tailed test is used. Correlation coef-
ficient and its significance level between ground station
and in situ measurement from SOHO/ERNE instru-
ment is given in Table 3.

Due to higher energy of the primary CRs detected
in UL, the correlation between SEPs and measured
flux in UL is smaller than correlation between SEPs
and flux measured in GLL. The greatest anticorrela-
tion (i.e., between GLL and UL data and 16−20 MeV
protons ≈ −0.7) is observed for the strongest ICME
(and corresponding FD) of March 2012, and this anti-
correlation is observed in all energy channels. However,
for lower-intensity events of June 2015 and February
2011, correlations between detected CR flux in GLL and
highest energy channel (100−130 MeV) are mostly pos-
itive. These observations further confirm the assump-
tion about high-energy channels being populated by
low-energy CR, which is especially evident in case of
low-intensity FD events.

Table 4 Pearson correlation coefficient for the correlation
between CR flux detected at Belgrade CR station (GLL
detector) and flux of protons of different energies detected
with SOHO/ERNE detector, for the period of one year
(from June 2010 May 2011)

GLL

Pearson coefficient P value

H 1.3–1.6 MeV – 0.02 0.13
H 1.6–2.0 MeV – 0.02 0.16
H 2.0–2.5 MeV – 0.02 0.20
H 2.5–3.2 MeV – 0.01 0.27
H 3.2–4.0 MeV – 0.01 0.36
H 4.0–5.0 MeV – 0.01 0.57
H 5.0–6.4 MeV < 0.01 0.75
H 6.4–8.0 MeV < 0.01 1.00
H 8.0–10 MeV < 0.01 0.78
H 10–13 MeV 0.01 0.57
H 13–16 MeV 0.01 0.41
H 16–20 MeV 0.01 0.31
H 20–25 MeV 0.01 0.26
H 25–32 MeV 0.01 0.24
H 32–40 MeV 0.01 0.27
H 40–50 MeV 0.01 0.46
H 50–64 MeV < 0.01 0.80
H 64–80 MeV 0.05 < 0.01
H 80–100 MeV 0.12 < 0.01
H 100–130 MeV 0.07 < 0.01

Similar results, with even greater correlation between
the entire time profile for flux measured with NMs and
solar wind speed and magnetic field during ICME, are
reported for stronger FDs during solar cycle 23 [5].

Next, we will analyse long-term correlations between
SOHO proton flux and measured muon count rates.
Pearson coefficients for this correlation over a period
of one year (from June 2010 May 2011), when activity
of the Sun was low at the commencement of the 11-
years cycle, are presented in Table 4. Here we see very
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Table 5 Pearson correlation coefficient for the correlation between CR flux detected at Belgrade CR station (GLL detector)
and flux of protons of different energies detected with SOHO/ERNE detector, during international geomagnetically quiet
and disturbed days for the period of one year (from June 2010 May 2011)

GLL Quiet days GLL Disturbed days

Pearson coefficient P value Pearson coefficient P value

H 1.3–1.6 MeV 0.01 0.61 – 0.05 0.13
H 1.6–2.0 MeV 0.01 0.80 – 0.05 0.14
H 2.0–2.5 MeV 0.02 0.30 – 0.05 0.13
H 2.5–3.2 MeV 0.03 0.11 – 0.05 0.12
H 3.2–4.0 MeV 0.04 0.04 – 0.05 0.10
H 4.0–5.0 MeV 0.05 0.02 – 0.06 0.08
H 5.0–6.4 MeV 0.05 0.01 – 0.06 0.07
H 6.4–8.0 MeV 0.06 0.01 – 0.06 0.06
H 8.0–10 MeV 0.06 0.01 – 0.06 0.06
H 10–13 MeV 0.06 0.01 – 0.06 0.07
H 13–16 MeV 0.06 < 0.01 – 0.06 0.08
H 16–20 MeV 0.06 < 0.01 – 0.05 0.10
H 20–25 MeV 0.06 < 0.01 – 0.05 0.12
H 25–32 MeV 0.06 < 0.01 – 0.05 0.15
H 32–40 MeV 0.06 < 0.01 – 0.04 0.20
H 40–50 MeV 0.06 < 0.01 – 0.02 0.57
H 50–64 MeV 0.07 < 0.01 0.07 0.03
H 64–80 MeV 0.25 < 0.01 0.08 0.02
H 80–100 MeV 0.38 < 0.01 0.11 < 0.01
H 100–130 MeV 0.15 < 0.01 0.09 0.01

little correlation between CR and proton fluxes in all
but the highest energy channels (above 64 MeV).

Table 5 shows the same correlation analysis if only
data for 10 geomagnetically quietest or 5 geomagneti-
cally most disturbed days of each month (http://isgi.
unistra.fr/events_qdays.php) are used. The fact that
we observe a significant increase of positive correlation
coefficients in the case of geomagnetically quiet days,
further corroborates the assumption about the mixed
nature of particles that populate higher-energy chan-
nels. Consequentially, care should be taken how data
from these channels are treated in analysis.

To provide further quantitative support for the use
of SOHO SEP flux measurements in the analysis of
FD events, we will calculate integral proton flux in all
energy channels for the four selected FDs. Integration
intervals are selected to include the period of increased
proton flux that corresponds to a particular FD, but
not to extend the interval to include potential follow-
up structures that cannot be associated with the event.
One such selection for all energy channels, for June 2015
event, is indicated by dashed lines in Fig. 3. In Fig. 4,
we show thusly calculated integral flux as a function
of particle energy (where lower boundary values from
SOHO SEP energy bins are taken), using both linear
and log scale for clarity.

One feature that can be noticed from plots in Fig. 4 is
that integral flux drops off is more steeply in February
2011 than for others studied FDs, where a change in the
trend between high-energy and low-energy range can
be observed. FD that occurred in March 2012 was the
longest and the most intensive of the four. Steepness of

the integral flux for this FD shows relatively more popu-
lated proton channels with higher energies compared to
weaker FD. This is in agreement with strongest modu-
lation of CRs flux during this FD. There is a discontinu-
ity in the integral flux between proton energy channel
13−16 MeV and 16−20 MeV due to different acquisi-
tion method from different instruments, and possibly
because of degradation of the detectors on board the
spacecraft [13] and saturation of the instrument due to
high intensity of solar protons [18].

One simple way to characterise relative abundance
of SEP particles of different energies for a given event
would be to fit described integral flux distribution with
a power function, where (in a simple approximation)
larger exponent would indicate greater relative abun-
dance of lower-energy particles, while smaller exponent
would point to greater relative abundance of higher-
energy particles. Distributions were fitted with a power
function given by the formula I(E) = a ∗ Eb (where I
is the integral flux and E is particle energy), resulting
fits represented by red lines in Fig. 4, while values for
the exponents of power function fits are represented in
Table 6.

If SOHO protons flux measurements are to be proved
useful in the analysis of FD events, SEP flux character-
istics should correlate with some of the FD and inter-
planetary disturbance parameters. To test this, we have
analysed dependence of different FD parameters on the
exponent of the integral proton flux power distribution
(labelled b in the formula in previous paragraph). We
have found some correlation for most tested parame-
ters, most striking being one between the magnitude
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(a) (b)

(c) (d)

Fig. 4 Time-integrated flux of differential SEP fluxes during the four selected FD events: a February 2011, b March 2012,
c September 2014 and d June 2015, in linear and logarithmic scale. Power function fits are represented by red lines

Table 6 Exponent values of power function fits of integral
proton flux distributions

FD Power function exponent values

FEB 2011 – 2.56
MAR 2012 – 1.18
SEP 2014 – 2.20
JUN 2015 – 1.64

of FD for particles with 10 GV rigidity (corrected for
magnetospheric effect) and the exponent of the integral
flux. This dependence (strictly for illustrative purposes
fitted with linear fit) is shown in Fig. 5.

Observed strong dependence is potentially a very
good indicator that SOHO SEP flux measurements can
be a valid source of data to be used in the analysis of

interplanetary disturbances and their interaction with
cosmic rays.

7 Conclusions

Analysing strong aperiodic variations of cosmic ray flux,
such as Forbush decreases, allows us to study violent
processes that occur on the Sun, and corresponding per-
turbations in the heliosphere, using Earth-based detec-
tors. In addition to cosmic ray flux and magnetic field
data commonly used to study such events, we have
extended analysis to include proton flux measurements,
obtained using spacecraft mounted detectors. Based on
the analysis of four selected Forbush decrease events, we
have found SOHO/ERNE proton flux measurements to
be consistent with solar plasma parameters, as well as
with observations by the ground-based muon detectors.
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Fig. 5 Dependence of FD magnitude, corrected for magnetospheric effect with Dst-index for particles with 10 GV rigidity,
on the power exponent of the integral SEP flux, four selected FD events: a February 2011, b March 2012, c September 2014
and d June 2015. Linear fit (for illustrative purposes) is indicated by the red line

We have concluded that during Forbush decrease events
lower-proton-energy channels are dominated by SEP
particles, while in higher-energy channels there is a con-
tribution of low-energy cosmic rays, especially apparent
during less intense events. We have found a clear corre-
lation between Forbush decrease magnitude (corrected
for magnetospheric effect with Dst-index for particles
with 10 GV rigidity) and power exponent of the integral
flux of SOHO/ERNE measurements. This result gives
grounds to further pursue the analysis of heliospheric
proton flux data, as it may yield additional valuable
information. Such information can potentially help us
to classify and study in greater detail the dynamics of
interaction of cosmic rays in the heliosphere.
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Introduction 

Radon sources in the buildings are primarily from 
soil, building materials and water. Considering 
the nature of the occurrence and all the sources, the 
concentration of radon is higher in the ground-fl oor 
rooms compared with that in the higher fl oors of the 
dwellings in apartments. In the literature one can 
fi nd a lot of papers dealing with the infl uence of vari-
ous factors, including the fl oor levels, on the radon 
concentration and variability. In one group of the 
articles, investigation of the indoor radon concentra-
tion distribution due to fl oor levels of the buildings 
is the part of the data analysis which was drawn from 
the national or regional radon surveys [1–6] and oth-
ers are dedicated to these specifi c studies [7–11]. In 
the case of the big buildings with a several number of 
fl oors a deviation from the general regularity can be 
observed, since the dominant source of indoor radon 
at higher fl oors is building materials. On the other 
hand, the radon variability due to fl oor level, espe-
cially in big cities with a much higher number of high-
rise buildings and population density compared with 
rural environments, may have an impact on the as-
sessments of the effective dose from radon exposure 
at the national level. Usually, the indoor radon map 
represents the arithmetic mean value of indoor radon 
concentration on the ground fl oor, and thus it is not 
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representative of the radon exposure to all citizens 
since most people do not live on the ground fl oor. So, 
it is necessary to convert indoor radon map to a dose 
map. One of the examples is presented as a plan to 
develop models that allow correction from ground-
fl oor dwellings to the real situation, accounting data 
from the national buildings database [12]. In Serbia, 
national typology of residential buildings is based on 
the results from the monography “National typol-
ogy of residential buildings of Serbia” by a group 
of authors from the Faculty of Architecture [13]. 
There are six types of the residential buildings in 
Serbia: two for family housing – freestanding single-
-family house and single-family house in a row and 
four types for multifamily housing – freestanding res-
idential building and residential building (lamella) 
(apartment block with repeated multiple lamellar 
cores and separate entrances), residential building in 
a row, and high-rise residential building. Distribution 
of buildings by type at the national level shows that 
97% of all residential buildings are family housing. 
Also, for all defi ned types of buildings, number of 
fl oors ranges from one to eight above the ground 
level. Freestanding family houses are mostly ground 
fl oor (37%) or ground fl oor with loft in use (26%), 
while there is a very low representation of houses that 
have more than two fl oors (5%), with average fl oor 
level of family buildings of 1.4 [13]. In such sense, we 
chose one freestanding single-family house with loft 
with well-known radon characteristics [14] and one 
16-fl oor high-rise residential building for this study. 

Materials and methods

Two housing units were selected, one from the family 
housing group and one high-rise residential building 
from the collective housing group. The family house 
has a characteristic construction style in which the 
house has been built for several years with constant 
upgrading, which can potentially be a source of radon 
entry into such houses. The house has a basement 
and is made of standard materials (brick block, con-
crete, plaster). Finally, insulation was made using 
5-cm thick styrofoam. Long-term measurements of 
radon concentrations have been carried out in this 
house by various methods, and several scientifi c 
papers have been published so far [14–16]. 

From the group of residential buildings for col-
lective housing, we chose high-rise building in New 
Belgrade. It was built in the 1960s as block type. 
The soliter has a basement, while on the ground 
fl oor there are outlets and business premises. The 
apartments are located in the fi rst fl oor upward. 
The soliter has 16 fl oors. One of the important pa-
rameters in the selection of building in municipality 
New Belgrade is the fact that this municipality is the 
most populated in Serbia. 

The long-term radon measurements were per-
formed with passive device Radtrak2 Radonova 
based on CR-39 track detector. The detectors 
were exposed for three months from March to June. 
In the high-rise building, passive radon detectors 
were deployed at some of the fl oors in one or sev-
eral apartments. Time series of measured radon 
concentrations in the studied residential buildings 
were obtained using two active devices: SN1029 
with the following characteristics declared by the 
manufacturer – the measurement ranging from 
1 Bqm3 to 99.99 kBqm3, accuracy equal to ±25%, 
sensitivity of 0.16 counts/h/Bqm3 and SN1030 with 
the following characteristics – the measurement 
ranging from 1 Bqm3 to 99.99 kBqm3, accuracy 
equal to ±20%, sensitivity of 0.4 counts/h/Bqm3. 
SN1029 device were calibrated at the accredited 
metrological Lab (SUJCHBO Kamenna, Czech Re-
public) in 2015 and model SN1030 were calibrated 
by the manufacturer in 2017. The both instruments 
participated in 2018 NRPI Intercomparisons of 
radon gas continuous monitors and also, SN1029 
device participated in 2015 NRPI Intercomparisons 
of radon gas measurement devices at SURO v.v.i. 
Institute, Prague, Czech Republic within the IAEA 
Technical Cooperation Projects RER 9153 and RER 
9127, with excellent results. These are measuring 
devices of simple construction and practical applica-
tion. It is a counter with the addition of a sensor for 
measuring meteorological parameters. The operator 
can adjust the time sequences from 0.5 h to 24 h. One 
measurement cycle can take 1000 h or a total of 720 
time sequences (the number of successive measure-
ments, i.e. points in a time series). The devices were 
set to operate in a 2-h time sequence. One was fi xed 
in the downstairs living room and the other was fi xed 
in repositioning fl oors in apartment buildings. Each 
measurement cycle on a given fl oor lasted seven days. 

Fig. 1. The time series of the radon concentrations at the fi rst fl oor vs. basement (a) and 16th fl oor (b) in the big 
residential building. 

a                                                                                     b
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Results and discussions 

Figure 1 shows the illustrative examples that show 
radon time series from high-rise building, and 
Fig. 2 originates from the observed single-family 
house. 

The arithmetic mean radon concentrations ob-
tained from long- and short-term measurements are 
shown in Tables 1 and 2 for high-rise building and 
single-family house with loft, respectively. 

In the family house, it is possible to notice 
marked variations in radon concentration with 
1-day periodicity. Also interesting is the ratio of 
radon concentration on the ground fl oor to the 
basement of the house, which is the opposite of 
the usual situation in houses with a basement. This 
inverse behaviour can be explained by the fact that 
the basement does not cover the whole ground fl oor 
but a smaller part of it. The rest of the ground fl oor 
is covered by a concrete slab as a substrate, but 
cracks and poor joint with the walls are potential 
sources of elevated radon. Also, the differences in 
the results between two methods, passive and active 
devices, are due to the fact that presented radon 
values are measured in different seasons. With high-
-rise residential building, the situation is the op-
posite and it can be considered from the fi rst fl oor 
that the dominant source of radon is the building 
material. There may even be a slight increase in the 
mean radon concentration on the higher fl oors. Also, 
the results show very low radon level on the fi rst 
fl oor (well below the outdoor values) in the apart-
ment. In such sense, we performed test intercom-
parison radon measurements for two active devices 
SN1029 and SN1030 in well-defi ned and controlled 
radon atmosphere (radon concentration below 
30 Bqm–3) in the Underground Low-background 
Laboratory in the Institute of Physics Belgrade 
[17, 18]. Additional testing includes the same place 
and time of the measurements but different sampling 
time set to 1, 2, 4, 8 and 12 h. The results are shown 
in Table 3. 

In the above performed measurements, both 
devices show signifi cant differences in the low-level 
radon range, which may originate from individual 
instruments characteristics presented in the “Mate-
rials and methods” section. 

Fig. 2. The time series of the radon concentrations at the fi rst fl oor vs. basement (a) and loft (b) in the single-family house. 

Table 1. Results of indoor radon measurements in the 
high-rise residential building using passive (Radtrak2 
Radonova) and active radon devices 

   Floor 
   level

Radon 
concentration/
Passive device 

(Radtrak2) 
[Bqm–3]

Average 
radon 

concentration 
per fl oor level 

(Radtrak2) 
[Bqm–3]

Arithmetic 
mean 

(standard 
deviation) 

radon 
concentration 

over 
measuring 

cycle [Bqm–3]

Basement

52 ± 10

       53.5        81(17)69 ± 12
38 ± 10
55 ± 10

1 <10    14    5(3)14 ± 8
2 17 ± 8    17       24(9)

3        25(10)

4 21 ± 8        20.5        26(11)20 ± 8

5 11 ± 8     19  27 ± 10

6
22 ± 8

   1712 ± 8
17 ± 8

7 23 ± 8     23        25(10)
8 22 ± 8     22

9
15 ± 8

       17.7        24(10)16 ± 8
22 ± 8

10 20 ± 8       17.515 ± 8

11 16 ± 8    16
12 <10 <10

14 20 ± 8       18.5       29(9)17 ± 8

15 15 ± 8       15.516 ± 8
16 31 ± 8     31        32(12)
Overall mean        24        21.6 30

a                                                                                    b
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Conclusions 

The results show that the radon behaviour in two dif-
ferent residential buildings is diametrically opposite. 
In the single-family house with loft we registered in-
tense difference between radon concentration in the 
ground level and loft, while in the high-rise residential 
building the radon level was almost the same at all 
fl oors and hence we may conclude that radon origi-
nated mainly from building materials. However, the 
results from the high-rise building can be predicted 
on the basis of work of a group of authors who have 
determined the internal exposure from construction 
material used in Serbia which originates from the 
exhalation of radon and thoron [19] and the study 
presented in this article [10]. We can expect similar 
results in any other multistorey buildings in Serbia. 
In the future work, we will focus on the additional 
radon measurements in the typical residential build-
ings from other types of houses. 
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The ν-ball is a high-efficiency hybrid spectrometer which consists of
both germanium (Ge) detectors and associated anti-Compton BGO shields,
coupled to lanthanum bromide (LaBr3) detectors. The hybrid configura-
tion provides a combination of both excellent energy and timing resolutions.
The ν-ball geometry allows the coupling with the LICORNE directional
neutron source at the ALTO facility of the IPN, Orsay. This opens the
possibility to perform precise spectroscopy of neutron induced reactions
and was used for two experiments during the recent experimental cam-
paign. These two experiments are described here: 1. Spectroscopy of the
neutron-rich fission fragments produced in the 238U(n, f) and 232Th(n, f)
reactions; 2. Spectroscopy above the shape isomer in 238U. The 238U(n, f)
and 232Th(n, f) reactions produce hundreds of neutron-rich nuclei on which
gamma-ray spectroscopy can be performed. The main goal of the experi-
ment aiming to populate the shape isomer in 238U is the measurement of
the gamma-ray and fission decay branches as well as determination of level
scheme in the super-deformed minimum. The shape isomer is populated
by 238U(n, n′) reaction, which gives a very advantageous population cross
section over other reactions. More detailed descriptions of these two ν-ball
experiments will be presented here.

DOI:10.5506/APhysPolB.50.297

1. Introduction

The ν-ball spectrometer was recently constructed at the ALTO facility
of the IPN, Osray. ν-ball is a hybrid device consisting of 24 clovers and 10
coaxial Ge detectors (and associated anti-Compton BGO shields) with ex-
cellent energy resolution and up to 20 LaBr3 detectors with excellent timing
resolution. The main goals were to perform spectroscopy of neutron-rich
nuclei and fission shape isomers as well as extract information about nuclear
moments or deformations with high sensitivity using fast timing techniques.
The unique possibility of coupling the ν-ball spectrometer to the LICORNE
(Lithium Inverse Cinematiques ORsay NEutron source) directional neutron
source at the ALTO facility [1] was exploited. This opens up the possibility
for detailed spectroscopic studies of neutron induced reactions. Two exper-
iments of this type were performed: 1. Spectroscopy of the neutron-rich
fission fragments produced in the 238U(n, f) and 232Th(n, f) reactions [2];
2. Spectroscopy above the shape isomer in 238U [3]. The 238U(n, f) and
232Th(n, f) reactions give a possibility for production and study of hundreds
of neutron-rich nuclei, hence many different physics cases are addressed si-
multaneously. The main goal of the spectroscopy above the shape isomer in
238U is the measurement of population and decay of this long-lived superde-
formed state in a nucleus that has a significant gamma branch to the normal
deformed potential minimum. The hope is to determine the level scheme in
the super-deformed minimum.
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2. Coupling the ν-ball spectrometer and LICORNE
neutron source

The combination of LaBr3 and Ge detectors provide excellent timing and
energy resolution. The measured timing resolution of LaBr3 detectors was
≈ 250 ps and timing resolution of Ge detectors was about ≈ 12 ns. The
Ge detectors provide in average energy resolution of 2.8 keV at 1.33 MeV
energy in comparison with 2.6% at 662 keV for the LaBr3. Total efficiency
was simulated and confirmed by measurements to be ≈ 6.2% for Ge and
≈ 0.8% for LaBr3 detectors. One of the main characteristics of the ν-ball
is full digitization of all signals from detectors including BGO detectors.
The FASTER digital data acquisition system was used with a total of up
to 200 channels [4]. Since the BGO detectors were used without collima-
tion, calorimetric measurement by determination of full energy deposited in
the spectrometer was possible. Calorimetric measurement in combination
with the determination of gamma multiplicity is a powerful tool for selec-
tion of the events coming from different processes, for example separation of
fission events and beta decay. The LICORNE neutron source [1] provides in-
tensely focused quasi-monoenergetic neutron beams produced by the inverse
kinematic reaction p(7Li,n)7Be. The neutron energy is constrained between
0.5 MeV and 4.0 MeV and is suitable for gamma-spectroscopy measurements
of fast neutron induced reactions, particularly fission.

3. Spectroscopy of the neutron-rich fission fragments produced
in the 238U(n, f) and 232Th(n, f) reactions

The collection of spectroscopic information about neutron-rich nuclei
is very important for many different reasons such as the nuclear structure
studies (for example, testing of different theoretical models) or better un-
derstanding of astrophysical processes in which neutron-rich nuclei can be
produced. Coupling of the ν-ball spectrometer with the LICORNE neutron
source gave us possibility to populate and study neutron-rich nuclei. The
production mechanism was fission of 238U and 232Th induced by the fast neu-
trons of incident energy around 2 MeV. The fast fission reaction provides on
average higher ratios of neutrons to protons (N/Z) in the reaction products
with less emitted neutrons per fission in contrast to thermal neutron-induced
fission of 235U,241Pu and spontaneous fission of 248Cm, 252Cf. This is a clear
advantages of these population mechanisms in comparison to ones used pre-
viously [5, 6]. Two targets of 238U (81 g) and 232Th (129 g) provide the
possibility to perform cross checking of data. Many different physics cases
will be studied. The first part of the experiment using the cylindrical shape
238U target was performed in February 2018. The lithium primary beam
energy was 16.4 MeV and pulsed with 400 ns period. The experiment lasted
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for two weeks. The second part of the experiment was performed in April
2018. The target was a conical shaped aluminum shell housing 9 samples of
232Th of different diameters and thickness of 0.1 mm and an average density
of 1 g/cm3 to reduce attenuation of low-energy gamma rays. The primary
lithium beam energy was 16.75 MeV, again with pulsation of 400 ns period.
The measurement was three weeks duration. All data were collected in trig-
gerless mode with all gamma ray hits in the detectors stored on disk for later
offline analysis. The most important task in the data analysis is to obtain
very good selectivity for the particular events of interest. The pulsed neu-
tron beam with period of 400 ns and pulse width of 2 ns, allows separation
of prompt and delayed gamma rays and gives access to time correlations. In
Figs. 1 and 2, the matrices of energy versus time for the Ge and LaBr3 de-
tectors are presented. Another possibility to increase selectivity comes from
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Fig. 1. Energy versus time for the LaBr3 detectors during measurements with
232Th target.
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Fig. 2. Energy versus time for the Ge detectors during measurements with 232Th
target.
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the fast timing of the LaBr3 detectors as well as energy selection with ex-
cellent resolution of the Ge detectors. Finally, further selectivity is provided
by calorimetric measurement. By analyzing sum-energy and gamma mul-
tiplicity (Fig. 3), it is possible to distinguish between events with different
multiplicities and total sum energy.
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Fig. 3. Multiplicity versus total deposited energy in ν-ball spectrometer during
activation of the 232Th target.

4. Spectroscopy above the shape isomer in 238U

Study of fission shape isomers can provide information about the fission
barrier energy landscape as well as characteristic of super-deformed state of
atomic nuclei. In this work, we decided to study the shape isomer in 238U.
The goal of the experiment was to obtain information about population
of the fission shape isomer, its decay, branching ratio, half life and fission
barrier penetrability. Study of shape isomer in 238U has some advantages
for experimental work. First of all, it is known that the ground state in
the super deformed minimum has energy of 2.558 MeV. Also, two isomeric
transitions (IT) to the normal deformed states with energy of 1878 keV
and 2513 keV are identified in previous works [7, 8]. The measured half
life of that IT decay is 195(30) ns [7, 8]. Decay of this state can occur
through IT or isomeric fission (IF) with ratio of IT/IF = 95/5 [8]. With an
incident neutron energy between 3 MeV and 5 MeV, the ratio of the prompt
fission to delayed fission is ≈ 10−4 [9]. Taking into account the prompt
fission cross section and the IT/IF ratio, the cross section for population
of superdeformed isomeric state in 238U can be expected to be ≈ 1.5 mb.
Because of this high cross section, the 238U(n, n′) reaction is ideal to populate
the shape isomer. The LICORNE incident neutron energy was, therefore,
arranged to be 3.5 MeV which will give the possibility to populate energy
levels up to 1 MeV above the shape isomer in the superdeformed well. Using
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the ν-ball spectrometer with the LICORNE pulsed neutron beam gives the
possibility first, to study IT decay of fission isomer and then, to study its
population to obtain information about level scheme above the shape isomer.
The experiment used the same cylindrical 238U target of mass of 81 g used
in the previous experiment. However, the lithium primary beam energy was
higher, at 18.5 MeV. The measured LICORNE neutron energy spectrum
(from TOF) is presented in Fig. 4. Data were collected over a period of
approximately 6 days. Prompt and delayed gamma spectra (from 100 ns to
300 ns after beam pulse) for a part of collected data are presented in Fig. 5.
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Fig. 4. Measured LICORNE neutron spectrum during the measurement of spec-
troscopy above the shape isomer in 238U.

Fig. 5. (Color online) Prompt spectrum (top/blue line) and delay spectrum (bot-
tom/red line) of Ge detectors during the measurement of spectroscopy above the
shape isomer in 238U.
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The ability to make a selection of different events based on detected gamma
multiplicity is presented in Fig. 6. No significant difference in the spectra
(Fig. 6) is seen, which requires a further investigation.

Fig. 6. (Color online) Delayed gamma spectra during the measurement of spec-
troscopy above the shape isomer in 238U (from 100 ns to 300 ns after beam pulse)
with prompt gamma multiplicity equal to or less than 1 and delay gamma multi-
plicity: equal or less than 1 (bottom/blue line), equal or less than 2 (second from
the bottom/red line), equal or less than 3 (second from the top/green line) and
equal or less than 4 (top/black line).

5. Conculusion

The coupling of the ν-ball hybrid spectrometer with the LICORNE neu-
tron source was performed at the ALTO facility of the IPN Orsay. Two
experiments concerning the gamma-ray spectroscopy of neutron-induced re-
actions were performed and the main ideas and experimental conditions have
been described. The analysis of the collected data is in progress. New in-
formation about the structure of neutron-rich nuclei and the fission shape
isomer in 238U is expected.
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University of Novi Sad, Facility of Science, Department of Physics,
Trg Dositeja Obradovica 3, 21000 Novi Sad, Serbia

L. V. Mitsyna and A. M. Sukhovoj

Joint Institute for Nuclear Research, Dubna, 141980, Russia

D. Knežević
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I. INTRODUCTION

A study of the process of step-by-step gamma emis-
sion requires experimental technique, that would allow
on investigation of the properties of any nucleus at its
excitation from the ground-state energy up to the en-
ergy of gamma emission when a neutron is captured [1–
8]. All experiments that investigate the structure of an
excited nucleus are based on measuring the spectra, i.e.,
the cross sections. For a complete and reliable study
of gamma-decay processes, the experiment has to allow
both the level density, ρ, and the emission widths for
products of the nuclear reaction Γ to be obtained, for all
excited levels from the measured intensities of the spec-
tra [9]. The present practical model for describing cas-
cade gamma decay of neutron resonances makes possible
the simultanous determination of the ρ and Γ parame-
ters, from an approximation of the intensities of two-step
cascades [10–14].

If an emission spectrum is to be obtained, the total en-
ergy of gamma transitions must be recorded using multi-
detector systems (calorimeters). As for a majority of sta-
ble isotopes, a capture reaction is usually accompanied
by a wide spectrum of gammas, and the best calorimeters
for this type of the experiment are HPGe detectors with
high efficiency. In the analysis of total gamma-spectrum,
problems and difficulties always exist owing to extracting
the required nuclear parameters from the data from an
indirect experiment. An acceptable model representa-
tion of the required nuclear parameters is always needed
to obtain the values of ρ and Γ from a description of
the experimental intensity gamma-spectrum. At that, a
careful examination of the relation between the relative
uncertainties of the experimental spectra δS and the er-
rors of the determined parameter δρ and δΓ, which can
an order of magnitude greater than δS, is necessery.

Objective information about ρ and Γ can be obtained
only from the data on a gamma spectrum of M = 2
multiplicity. At present, establishing a gamma-quantum
sequence in the cascade experimentally and obtaining the
nuclear parameters for all decaying levels is not possible,
as no suitable experimental equipment is available. This
is due to the absence of spectrometers with an energy
resolution FWHM < Di (for any spacing Di between
intermediate levels), and with picosecond time resolution
for any excitation energy of the investigated nucleus. Be-
cause of these limitations only an average number of ex-
cited levels and an average value of the partial widths
in fixed energy intervals can be measured. Moreover, if
the two-step cascade has only two variants of the quanta
sequence, then for three quanta 3! = 6 sequence variants
exist. That is, at this time, obtaining reliable informa-
tion about gamma decay from spectra with multiplicities
M ≤ 3 is not possible.

At that, one should take into account that even in the
spectrum of two-step gammas, two sequences of gamma-
quanta are possible, one of which is false and must be

removed from the analysis. When solving the nonlin-
ear system of equations, that connect the strongly cor-
related ρ and Γ values with the experimental two-step
cascade intensity, the intensiting of both primary and
secondary transitions have an infinite number of solu-
tions. That means that the two-step cascade intensity
can be described with the same accuracy by using an
infinite number of pairs of essentially different ρ and Γ
functions. However, a solution region of the system of
equations for the intensity of only primary transitions is
bounded for any chosen pair of ρ and Γ model functions.
Then, if reliable nuclear parameters are to be obtained,
secondary transitions must be remuved from the spec-
trum of the cascade intensity of all gamma transitions.
As the level density (the number of levels in the energy

interval δE) increases, on average, exponentially when
the nuclear excitation energy goes up, the wave func-
tions of each level must be considered individually in the
process of constructing the level-density function. The
components of the wave function for each nuclear level in-
crease in number with increasing excitation energy while
the absolute values of these components decrease [15,16].
This effect is explained in the theory of the nucleus in the
framework of the quasi-phonon model [17–19]. Undoubt-
edly, this effect plays the leading role when investigating
the behavior of nuclear matter.
Thus, in the proposed analysis, for any pair of para-

metrical representations of the ρ and the Γ values, the
most probable parameters of these two functions are de-
termined describing the experimental sum of the intensi-
ties of primary transitions of the cascade with the use of
the likelihood method. At present, our analysis is based
on a modern model of the density of n-quasiparticle lev-
els [31], the balance of the changes in the entropy and
excitation energy of quasiparticle levels [9], the level den-
sity of collective (vibrational) states [32], and tested ideas
about the shape of the energy dependence of the radia-
tive strength functions.

1. Methods for determination of the nuclear
parameters

Nuclear parameters extracted from the measured spec-
tra describe the process of emission of the reaction prod-
ucts. Two different procedures usually named as “one-
step” [20–25] and “two-step” reactions [1–8], are used for
the studying the nuclear structure.
In the case of the one-step reaction, any gamma quanta

(or nucleon) of the compound-state decay is recorded ir-
respective of the energy of the excited level (the total
energy of all reaction products is equal to the compound-
state excitation energy). In the two-step reaction, a co-
incidence of two gamma-quanta of the same cascade is
recorded. For that, the secondary gamma transitions of
the cascade to a group of low-lying levels (including the
ground state of the nucleus) are also recorded. Only in
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the two-step experiment is information about the ener-
gies of intermediate levels included in the data treatment
process.

The fundamental difference between one-step and two-
step experiments becomes evident when the level density
is obtained from the evaporated spectra. As the correla-
tions of the level density and the penetrability coefficients
on the wave function of excited level are not taken into
account in the one-step experiment, only the product of
the ρ and the Γ functions can be determined. Addition-
ally, because of the strong anti-correlation of the ρ and
the Γ functions, an unknown systematic uncertainty of
their determination appears.

Only in two-step experiments can the uncertainties in
the ρ and the Γ determinations be reduced, as they are
described by appreciably different functions. A decrease
in the methodical errors occurs due to the fact that the
intensity Iγγ (E1) as a function of the primary transition
energy E1 is, in essence, a convolution of two practi-
cally independent experiments; i.e., we can consider the
spectrum of primary transitions and the branching ra-
tio distribution of secondary transitions as independent
distributions.

An increase the quality of the data from the two-step
experiments is obtained by using the following proce-
dures: (1) digital improvement of the energy resolution
without any reduction in the efficiency of the cascade
recording [3] and (2) an algorithm for determinating a
sequence of the resolved cascade quanta in any given in-
terval of energies of their primary transitions by using
the methods and the results of nuclear spectroscopy [4].
For the first time, procedure to extract the level density
and the partial widths of γ-emission from the (n, 2γ) re-
action investigation was developed in Dubna, Refs. 6,7.
From the measured spectrum of the two-step cascade,
the intensity Iγγ(E1), which links the neutron resonance
λ (with the excitation energy Eex) to the group of final
levels f via intermediate levels i by dipole transitions,
is determined. This can be represented by the following
equation:

Iγγ(E1) =
∑
λ,f

∑
i

Γλi

Γλ

Γif

Γi

=
∑
λ,f

∑
j

Γλj

〈Γλj〉mλj
nj

Γjf

〈Γjf 〉mjf
(1)

where the sum of partial widths of primary transitions
ΣiΓλi to Mλi intermediate levels i is 〈Γλi〉Mλi, and
this sum for secondary transitions to mif intermedi-
ate levels is 〈Γif 〉mif (as 〈Γλi〉 =

∑
i Γλi/Mλi and

〈Γif 〉 =
∑

i Γif/mif ). The sums of intermediate lev-
els in small energy intervals ΔEj are nj = ρΔEj . The
branching ratios for primary [Γλj/ (〈Γλj〉Mj)] and sec-
ondary [Γjf/ (〈Γjf 〉mλj)] transitions are fixed for each
ΔEj .

Fig. 1. Distribution of the intensity of the 5731 keV cas-
cade for 185W calculated by using the models (top picture)
in Refs. 26,27, with a 500 keV averaging energy interval. Ex-
perimental distribution of resolved peaks of the cascade tran-
sitions (middle picture) and unresolved continuum (bottom
picture; the average energy interval is 10 keV.

2. The Iγγ(E1) spectra preparation

The division of the experimental spectra into two mir-
ror distributions (dependent on the energies of only pri-
mary, E1, and only secondary, E2, cascade gamma-
quanta) is performed using spectroscopic information.
The dividing procedure [6] is based on two facts: (1)
the shapes of the intensity dependencies on energy for
primary and secondary transitions in the same cascade
are mirror - symmetrical and (2) the resolved peaks of
the intensity spectrum of the two-step cascade contain
no less than half of the total intensity (this fact was con-
firmed experimentally for all investigated nuclei).
Figure 1 illustrates the possibility of such a division of

the spectra of intensity. In the top panel of Fig. 1, the
calculated intensity distribution of the cascade with the
total energy E1+E2 = 5731 keV for 185W [5] is presented,
as an example. For our calculations, we used the back
shift Fermi-gas model [27] and the model presented in
Ref. 26. The calculated intensity shows a division of
the spectrum into two parts. As can be seen, the peaks
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of the primary and the secondary γ-transitions of the
cascade are located symmetrically in opposite parts of
the interval Eγ for all γ-quanta energies (for example
see Fig. 2).

The experimental distribution of the intensities of re-
solved peaks and the continuum of unresolved peaks are
shown in Fig. 1 in the middle and the bottom panels,
respectively. A combination of “primary resolved” and
“primary unresolved” parts of the cascade intensity is
just the desired Iγγ = f(E1) distribution. The deter-
mination of the “unresolved” spectrum, where primary
transitions are located, was done based on the fact that
the total level density increases with the increasing exci-
tation energy.

The calculated intensity of this cascade is about 5%
per decay, and the corresponding experimental value is
about 11%; thus, resolved peaks account for 8.4% of the
experimental intensity, and the unresolved continuum
contains 2.6% of the intensity. In addition to that, the
shape of the experimental distribution noticeably differs
from the calculated one; i.e., description of the inten-
sity spectrum by the statistical model is not satisfactory.
As in the center of the experimental spectrum (near half
the neutron binding energy 0.5Bn), the intensity is no-
ticeably smaller than it is for the calculated spectrum,
we have a good reason to believe that the separation of
Iγγ(E1) from the experimented spectrum was performed
with a higher accuracy than could have been expected
in the framework of the statistical model of the nucleus.
The experiment modeling shows that a methodical error
of this dividing procedure is caused only by the inaccu-
rate allocation of some cascades (when E2 > E1) near
0.5Bn, but this does not change the sum of intensities.

3. Location areas of nuclear parameters

The system of nonlinear equations, Eq. (1), designed
for the search of unknown functions ρ = f(Eex) and
Γ = Φ(E1) is completely degenerate. Nevertheless, these
functions can be defined, but only as possible values in
some finite areas. Because of the nonlinearity of these
functions, their values cannot be infinite. When the pro-
cedure for extracting the ρ and the Γ values was cre-
ated [7], a set of possible functions, ρ = f(Eex) and
Γ = Φ(E1), that describe the Iγγ intensity with practi-
cally zero uncertainty, had already beem specified. At an
arbitrary choice of the initial ρ and Γ values for fitting
the system in Eq. (1), we used, in particular, the model
of the Fermi gas and the extrapolation of the tail of the
Giant dipole resonance. Small, local distortions of the ρ
and the Γ functions were made in each iteration step in
order to get a minimal χ2. In such a way, this reusable
procedure was implemented with different independent
initial ρ and Γ values and deviations of the random com-
ponents of the correction vector until χ2 minimization
was reached. This approach is rather stable, when any

Fig. 2. Experimental distribution of intensities of two-step
cascades between a neutron resonance and the first excited
state of 185W taking into account the detector efficiency. The
spectrum is normalized to the sum of recorded events [5].

noticeable anti-correlation between the ρ and the Γ val-
ues is absent, which is ensured by the branching coeffi-
cient for the second step of the cascade, which, in turn,
depends on the ratio of the partial width Γif of the sec-
ondary transition to the total gamma-width Γi of the
decayed intermediate levels i (see Eq. (1)). Different en-
ergy dependencies for the spectra of primary quanta and
the secondary ones, with the branching coefficients, al-
low us to bound the area of random ρ and Γ functions.
A well-defined step-like structure of the level density [7,
8] has resulted from fittings with any initial parameters.
Such a step-like structure of the level density (it can

be explained by the breaking of nucleon Cooper pairs in
the nucleus) nowise contradicts the smoothness of the ex-
perimental spectra obtained from the nucleon reactions,
when the ρ and the Γ values are connected and their
product is a smooth function. Nevertheless, in this case,
the location areas of the ρ and the Γ functions (for an ac-
curate description of the experimental intensity) become
bigger, as shown in Ref. 30.
The relative uncertainties, δρ/ρ and δΓ/Γ, always

exceed δIγγ/Iγγ . For the lowest energies of the pri-
mary transitions of cascades, such an excess may even
reach several orders of magnitude. However, the real
transfer coefficients of the uncertainties of the functions
ρ = f(Eex) and Γ = Φ(E1) to the Iγγ(E1) uncertainty
must be analyzed. When the accuracy of the Iγγ(E1)
description is about a few percent, as has resulted from
our analysis (see Figs. 3, 5, 6, 7, 8), the accuracies of
the ρ and the Γ determinations will be a few tens of per-
cent. The reader should note that the small number of
bins in Figs. 3, 6, 7, 8 is the result of averaging multiple
bins in order to show graphically the dynamics of the
change in the nuclear structure. The actual bin size for
the calculation was 50 keV.
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Fig. 3. Measured Iγγ(E1) with uncertainties (histogram)
for 156Gd. Points - the fit for the practical model; triangles
- Iγγ calculated by using the models in Refs. 26, 27. The
threshold for recoreded cascade gammas is Eγ = 520 keV.

Fig. 4. Level density of 156Gd. (a) Points are the fit for
level density (uncertainties are scatters of fits in the case of
different sets of initial parameters); dashed and solid lines are
the level densities obtained from the model of Ref. 27 with
the shell correction δE(6) and without δE, respectively. (b)
The ratio of collective levels density to the total level density.

II. BASIS OF THE PROPOSED MODEL

The development and the refinement of the model pre-
sented in Ref. 7 was done at the Frank Laboratory of
Neutron Physics (FLNP), JINR [10–14]. We present here
the basic idea and improvement of the model.

Fig. 5. Radiative strength function for 156Gd. (a) Solid
points are the fit of the radiative strength function for E1 -
transitions; open points are the fit of the radiative strength
function for M1 - transitions. (b) Solid points are the sum
of E1- and M1- radiative strength functions. The dash line
is the sum of radiative strength functions multiplied by the
ρmod/ρexp ratio [27]. Lower triangles are the calculations us-
ing the model of Ref. 26 with k(M1) = const; upper triangles
are the calculations using the model of Refs. 28,29 with k(M1)
= const.

1. The level density

An expression for the density ρl for fermionic-type lev-
els was described by using the model [31] of the density
Ωn of n-quasi-particle states:

ρl =
(2J + 1) · exp

(
− (J + 1/2)

2
/2σ2

)

2
√
2πσ3

· Ωn (Eex) ,

Ωn (Eex) =
gn (Eex − Ul)

n−1

((
n
2

)
!
)2

(n− 1)!
,

(2)

where Eex is the excitation energy, g = 6a/π2 is the
density of single-particle states near the Fermi surface (a
is a parameter from the model of a back-shifted Fermi
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Fig. 6. Histograms are the sums of the measured cascades’s
intensities with their small errors in 0.5 MeV bins for even-
odd nuclei. Solid points are the best fits and triangles are the
spectra calculated using the models from Refs. 26, 27 with
k(M1) = const.

gas [31, 32]), Ul is the energy for the l-th Cooper pair
breaking threshold. The cut-off factor σ of the spin J
for the excited state of a compound nucleus above the
maximal excitation energy Ed of the “discrete” level area
is also taken from the model of Fermi gas.

For a given Eex, the coefficient of the collective en-
hancement of the vibrational level density (or both vi-
brational and rotational ones in the case of a deformed
nucleus) Ccol, was obtained from the theoretical descrip-
tion in Ref. 9. This description gives the following equa-
tion:

Ccol = Al ·exp
(√

(Eex − Ul) /Eν − (Eex − Ul) /Eμ

)
+β.

(3)

In the above equation, Al are parameters for thedensities
of the vibrational levels above the breaking point for l-
th Cooper pair. The changes in the nuclear entropy and
the quasi-particles excitation energies are determined by
Eμ and Eν , respecively. The parameters Al are fitted

Fig. 7. Histograms are the sums of the measured cascades’s
intensities with their small errors in 0.5 MeV bins for even-
even nuclei. Solid points are the best fits and triangles are
the spectra calculated using the models from Refs. 26,27 with
k(M1) = const.

independently for different pairs, as in Refs. 10–12. The
parameter β describes for the level density of rotation
levels.

2. Radiative strength function

The radiative strength functions,

k = Γ/
(
A2/3E3

γDλ

)
, (4)

for E1-transitions are determined in Ref. 26:
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Fig. 8. Histograms are the sums of the measured cascades’s
intensities with their small errors in 0.5 MeV bins for odd-
odd nuclei. Solid points are the best fits and triangles are the
spectra calculated using the models from Refs. 26, 27 with
k(M1) = const.

k (E1, Eγ) = w
1

3π2�2c2A2/3

σGΓ
2
G

(
E2

γ + κ4π2T 2
)

(
E2

γ + E2
G

)2
+ E2

γΓ
2
γ

+ Pδ− exp (αp (Eγ − Ep)) + Pδ+ exp (βp (Ep − Eγ)) ,

(5)

with the thermodynamic temperature T , the fitting nor-
malization parameter w and the coefficient κ. Cascades
with pure quadrupole transitions were not observed in
our experiments, and the radiation strength functions
for M1-transitions were obtained for fitting in a similar
manner.

The position of the giant dipole resonance EG, its
width ΓG and its cross section σG in the maximum were
taken from Ref. 33 for each nucleus. The results of anal-
yses done in Ref. 34 showed the need to add peaks to the
radiative strength function. We described the shape of
each peak in a different ways. The presented analysis was
done by using two exponential functions corresponding
to the left and the right slopes of the peak, which cor-
respond to the energies below and above the maximum,
Eq. (5). Ep, the amplitude P and the slope parameters
αp and βp are fitted for each peak independently. At
E1 ≈ Bn, the fitted ratios ΓM1/ΓE1 of the E1- and the
M1- radiative strength functions were normalized to the
experimental values. Their sum, Γλ, was normalized to
the total radiation width of the resonance.

3. Parameters for fitting

The set of fitting parameters (see Eqs. (2), (3) and
(5)) of all cascades in our model is as follows: the
energy tresholds for breaking of Cooper pairs Ul up
to l = 4, the Eμ and Eν parameters, parameters Al,
parameters w, κ, β, P , Ep, αp and βp and the ratio of
the levels density for levels with negative parity to the
total level density, r. By using this set of parameters in
the framework of the proposed model, we were able to
describe the intensity Iγγ(E1) for 43 nuclei in the mass
interval 28 ≤ A ≤ 200.

III. PRACTICAL MODEL IMPROVEMENTS

Significant disagreement is seen between the measured
cascade intensities and the ones calculated using the sta-
tistical model [10,11]. If the most reliable information
about the nuclear matter properties is to be obtained
several models for ρ and Γ [32] would be combined.
The Dubna model is based on the conclusion of the

theoretical analysis [35], concerning the fragmentation
of different quasi-particle states in a nuclear potential,
that Cooper pair breaking during nuclear excitation is a
sequential process. Thus, the Dubna model allows us to
examine two opposite hypotheses (the particular cases
of above-mentioned theory): that the nucleus is a pure
fermion system or that a phase transition to a nucleus
consisting of bosons occurs at some excitation energy.
No known fully precise and correct models about the

behavior of nuclear matter in excited nuclei are available.
The singular verifiable hypothesis, which arose from nu-
clear superfluidity studies, is an increase in the total level
density, which grows in a manner taken into account by
the Ccol coefficient.
At first, in our practical model [10, 11], we assumed

that the Eμ and the Eν parameters of the vibrational
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Table 1. Values used in the analysis (the maximal excitation energy Ed of the “discrete” level area, the energy Emax of the
final level of the cascade, the shell correction δE for the density of quasi-particle levels and the intensity Iγγ of the two-step
cascade and the number of discrete levels) for the investigated nuclei.

Nucleus Ed (MeV) Emax (MeV) Shell correction δE (MeV) I (%) Spins of state λ Number of discrete levels
28Al 2.486 0.972 −11.1 49(1) 2,3 11
40K 2.985 1.64 −3.1 67(3) 1,2 21
52V 0.846 0.147 −5.0 60(2) 3,4 8
60Co 1.515 1.5 −5.9 71(3) 3,4 22
64Cu 0.926 0.278 −3.2 30(6) 1,2 13
71Ge 1.298 0.0 −3.5 32(2) 1/2 18
74Ge 2.963 2.165 −3.0 36(2) 4,5 26
114Cd 2.316 0.558 −1.0 26(1) 0,1 17
118Sn 2.930 1.230 −1.8 31(1) 0,1 17
124Te 2.702 0.603 −0.3 20(2) 0,1 23
125Te 1.319 0.671 −2.3 31(1) 1/2 18
128I 0.434 0.434 −1.0 33(2) 2,3 21

137Ba 2.662 0.279 −6.3 59(4) 1/2 11
138Ba 2.780 1.436 −8.2 26(5) 1,2 12
139Ba 1.748 1.082 −6.0 81(6) 1/2 8
140La 0.658 0.322 −4.0 48(2) 3,4 18
150Sm 1.927 0.773 3.0 12(1) 3,4 25
156Gd 1.638 0.288 2.4 23(5) 1,2 25
158Gd 1.517 0.261 −0.2 19(2) 1,2 20
160Tb 0.279 0.279 0.12 23(3) 1,2 21
163Dy 1.055 0.250 −3.0 22(1) 1/2 18
164Dy 1.808 0.242 −2.0 29(1) 2,3 26
165Dy 0.738 0.184 −3.6 53(1) 1/2 16
166Ho 0.522 0.522 −1.5 31(1) 3,4 24
168Er 1.719 0.995 −2.3 27(4) 3,4 25
170Tm 0.715 0.648 −1.3 23(2) 0,1 21
174Yb 1.949 0.253 −3.5 22(1) 2,3 29
176Lu 0.688 0.595 −1.8 44(1) 3,4 23
177Lu 0.854 0.637 0.25 16(1) 6 1

2
,7 1

2
22

181Hf 1.154 0.332 −3.1 52(4) 1/2 9
182Ta 0.480 0.360 −2.4 19(1) 3,4 15
183W 1.471 0.209 −4.0 28(1) 1/2 13
184W 1.431 0.364 −2.4 35(1) 0,1 16
185W 1.106 1.068 −0.9 62(1) 1/2 24
187W 1.083 0.303 −2.6 34(1) 1/2 24
188Os 1.764 0.633 −0.2 59(3) 0,1 16
190Os 1.682 0.756 −0.7 49(3) 1,2 12
191Os 0.815 0.815 −3.5 76(2) 1/2 27
192Ir 0.415 0.415 −0.3 27(6) 1,2 30
193Os 1.288 0.889 −3.8 80(1) 1/2 20
196Pt 1.998 0.688 −3.7 37(5) 0,1 26
198Au 0.528 0.495 −5.6 42(1) 1,2 23
200Hg 1.972 0.368 −8.0 59(2) 0,1 20

level density vary for different broken Cooper pairs in-
dependently and that the density g of the single-particle

states is constant near the Fermi surface for any given
nucleus. However, results from Ref. 12 showed that Eμ
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Fig. 9. Most probable densities for intermediate levels of
two-step cascades (sold points) for even-odd nuclei and their
variations in different fits with the lowest χ2. Dashed lines
shows the level density obtained using the model of Ref. 27
with the shell correction δE (6); solid lines show the level
density obtained using the model of Ref. 27 without the shell
correction δE (6).

and Eν can be replaced by the same parameter, (i.e.,
Eμ = Eν), which allowed us to decrease the number of
model parameters. Moreover, an analysis of scores of fit-
tings showed that this common parameter could be taken
for all broken pairs in a given nucleus. According to the
results of theoretical investigations [9], an influence of
the shell inhomogeneity of a single-particle spectrum on
the obtained ρ and Γ values must be considered.

An interval of the approximation is specified taking
into account two factors: the cascade-quantum energy
must be more than 0.52 MeV and the number of levels
in the bin below Ed must be less than 5. In the former
case, we avoid the problem of taking into account the
line shapes of annihilation peak, and, in the latter case,
we diminish the strong fluctuations of the intensities of
the discrete levels.

Fig. 10. Most probable densities for intermediate levels of
two-step cascades (sold points) for even-even nuclei and their
variations in different fits with the lowest χ2. Dashed lines
show the level density obtained using the model of Ref. 27
with the shell correction δE (6); solid lines show the level
density obtained using the model of Ref. 27 without the shell
correction δE (6).

IV. CORRECTION FOR SHELL
INHOMOGENEITIES

In this work, the theoretical predictions for the depen-
dence of the density of the quasi-particle levels on the
shell correction δE were tested for 43 nuclei. The testing
was performed by using the parameter a(A), which de-
pended on the excitation energy, included linearly in the
parameter of the single-particle density g (see Eq. (2)).
a(A) for a nucleus with mass A and excitation energy
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Fig. 11. Most probable densities for intermediate levels
of two-step cascades (sold points) for 177Lu and odd-odd nu-
clei and their variations in different fits with the lowest χ2.
Dashed lines show the level density obtained using the model
of Ref. 27, with the shell correction δE (6); solid lines show
the level density obtained using the model of Ref. 27 without
the shell correction δE (6).

Eex, is given by [9]:

a (A) = ã (1 + ((1− exp (γEex)) · δE/Eex)) (6)

where asymptotic value ã= 0.114·A+0.162·A2/3 and γ =
0.054. For keeping and taking into account the average
spacing between neutron resonances [10–12], we varied
the δE values slightly relative to their calculations [9].
The shell corrections, used for fitting the parameters of
the Dubna model, are presented in the Table 1.

Fig. 12. Radiative strength functions of E1-transitions
(closed points) and of M1-transitions (open points) in the
case of even-odd nuclei (the best fits). The top line of tri-
angles depicts the model calculation from Ref. 28 while the
bottom line represents the model calculation of Ref. 26 in
sum for k(M1) = const.

V. RESULTS AND DISCUSSION

The data on the energies Emax of the final level of the
cascades and the sums of the experimental intensities
are shown in Table 1. For almost half of the investigated
nuclei, the intensities of the measured two-step cascades
contain ≈50% (or more) of the total intensities of all
cascade transitions to the final levels. Consequently, for
these nuclei the systematic uncertainties in the ρ and
Γ determinations are minimized, which means that the
fits for the ρ and the Γ values are the best ones. In all
calculations for Eex ≤ Ed (Ed is the maximal excitation
energy of the “discrete” level area) the data on excitation
energies and decay modes of low-lying levels from Ref. 36
were used. The number of discrete levels (below Ed) is
presented in Table 1.
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Fig. 13. Radiative strength functions of E1-transitions
(closed points) and of M1-transitions (open points) in the
case of even-even nuclei (the best fits). The top line of tri-
angles depicts the model calculation from Ref. 28 while the
bottom line represents the model calculation of Ref. 26 in
sum for k(M1) = const.

1. Characteristics of the fitting procedure

The experimental distributions of the cascade intensi-
ties are usually measured in energy intervals with a width
of 1 keV and can include from 5000 to 10000 channels
(Fig. 2), for each M investigated cascade (2 ≤ M ≤ 16).
The basis equations, Eqs. (2)–(5), contain on the aver-
age, ≈20 parameters, which are fitted for all recorded
cascades of the investigated nucleus. In practice, for ob-
taining the fitted parameters, averaging the energy inter-
vals of primary transitions for excitation energies over 50
keV is reasonable.

The Monte Carlo method was used to solve Eq. (1).
The non-linearity of the strongly correlated equations of

Fig. 14. Radiative strength functions of E1-transitions
(closed points) and of M1-transitions (open points) in the
case of 177Lu and odd-odd nuclei (the best fits). The top line
of triangles depicts the model calculation from Ref. 28 while
the bottom line represents the model calculation of Ref. 26
in sum for k(M1) = const.

the system has an influence on the uncertainty for ex-
tracting the ρ and the Γ parameters from Iγγ . The ex-
istence of false local minima of χ2 is inevitable for the
system of nonlinear equations in Eq. (1), and this oc-
currence makes a precisel determination the ρ and the
Γ values harder. The probability to getting a false min-
imum of χ2 sometimes amounts to 20%. Nevertheless,
all accumulated data (see Table 1) provide new and very
important information.
Experimental data on Iγγ(E1) are usually obtained

with a small total uncertainty and averaged over 500 keV
energy intervals. In Figs. 3–5 the results for 156Gd are
presented in more detail. The best fits to Iγγ(E1), the
fitted level densities, and the radiative strength functions
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Fig. 15. Sum of radiative strength functions of E1- and
M1-transitions (closed points) for even-odd nuclei (the best
fits). The solid line is the same multiplied by ρmod/ρexp [27].
The top line of triangles depicts the model calculation from
Ref. 28 while the bottom line represents the model calculation
of Ref. 26 in sum with k(M1) = const.

are compared to values obtained by using the statistical
model. The results and the corresponding calculations
for the rest of the investigated nuclei are presented in
Figs. 6–8 (the cascade intensities), in Figs. 9–11, (the
level densities), in Figs. 12–14 (the radiative strength
functions of E1- and M1-transitions), in Figs. 15–17
(sums of the strength functions) and in Figs. 18–20 (the
ratios of the density of vibrational levels to the total level
density). The spectra in Figs. 3, 6–8 were calculated us-
ing functions shown as solid lines in Figs. 15–17.

2. Resulting parameters

The various shapes of the Iγγ distributions for different
nuclei (Figs. 3, 6, 7 and 8) are most likely determined by
the diverse wave functions of the exited levels. In a simi-
lar manner, for example, the very strong dependences of
the neutron strength functions on nuclear mass [37] or

Fig. 16. Sum of radiative strength functions of E1- and
M1-transitions (closed points) for even-even nuclei (the best
fits). The solid line is the same multiplied by ρmod/ρexp [27].
The top line of triangles depicts the model calculation from
Ref. 28 while the bottom line represents the model calculation
of Ref. 26 in sum with k(M1) = const.

the dependences of spectroscopic factors of reactions (d,
p) and (d, t) on the locations of low-lying levels (relative
to the Fermi-surface) [38] are explained.
The level densities in Figs. 4, 9, 10, and 11 demon-

strate that, if the shell inhomogeneities of single-particle
spectra are taken into account, the single-particle den-
sities are noticeably reduce in comparison to the ones
calculated using the hypothesis a = const. Thus, level
densities obtained in our model change slightly when the
shell corrections are taken into account. Thus, in Figs. 4,
9, 10, and 11, the curves that describe the calculated
single-particle density (using Eq. (6)) and the ones for
the fitted level density, for all investigated nuclei, be-
came closer to one another.
The main source of the large fluctuations in the ra-

diative strength functions (see Figs. 5, 12, 13, and 14)
is their anti-correlation with the level density in every
energy range. Average sums of the strength functions of
E1- and M1-transitions for E1 = 520 keV are 0.80(8),
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Fig. 17. Sum of radiative strength functions of E1- and
M1-transitions (closed points) for 177Lu and odd-odd nu-
clei (the best fits). The solid line is the same multiplied by
ρmod/ρexp [27]. The top line of triangles depicts the model
calculation from Ref. 28 while the bottom line represents the
model calculation of Ref. 26 in sum with k(M1) = const.

2.1(2) and 2.5(3) · 10−10 MeV−3 for even-even, even-odd
and odd-odd nuclei, respectively. Thus, the summation
noticeably reduces the above-mentioned scatter and al-
lows us to assert that the sum strength function decreases
with decreasing energy of the primary transition.

The contributions of the levels of a vibrational type
in the total level density (Figs. 18–20) for all nuclei de-
crease near the Ul points. For a majority of the nuclei
the part of the vibrational levels below Bn is about 40%,
which does not contradict the results of the analysis of
distributions of the total radiative widths above Bn [39].
Calculations of the distributions of random deviations
for the total radiative widths of s-resonances, executed
in Ref. 39, showed a superposition of at least four distri-

Fig. 18. Part of the vibrational levels Rvib in the total den-
sity of excited levels for even-odd nuclei at excitation energy
Eex.

butions with different averages 〈Γγ〉.
When the gamma-decay process is investigated, the

problem of describing of special points (of the breaking of
the Cooper pairs) appears. As anti-correlation between ρ
and Γ values can be different to a greater or lesser extent
in all excitation energy ranges, it can be maximal just
at the points of breaking the Cooper pairs. A noticeable
dependence of the resulting strength functions on the lo-
cal jumps in the level density is seen. Then as already
pointed out, in order to prevent a contradiction between
the data of the two-step experiment and one-step ex-
periment,one must to take into account the connection
between the ρ and the Γ values. We investigated such
an anti-correlation by multiplicating the phenomenolog-
ical expression, Eq. (5), for the strength function by the
ρmod/ρexp ratio, which inserts an additional fitted cor-
relation. Here, ρexp is taken from the best fit obtained
while solving the system in Eq. (1), and ρmod was taken
from the model of a back-shifted Fermi gas [27]. The
function ρmod represents smoothed density for fermion-
type levelsand describes both a neutron resonance den-
sity and the cumulative sum of known nuclear levels at
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Fig. 19. Part of the vibrational levels Rvib in the total
density of excited levels for even-even nuclei at excitation
energy Eex.

Eex ≤ Ed (Ed was taken from Ref. 36). The limiting
condition 1 ≤ ρmod/ρexp ≤ 10 from Refs. 10 and [11]
was implemented in this analysis.

The coefficient ρmod/ρexp was introduced to the phe-
nomenological formula for the strength function, which
makes the residual anti-correlation of the fitted ρ and
Γ demonstrable, to test its influence on the shape of the
strength functions of the step-like structure of fitted level
density distribution. Simultaneously, it was a test of the
invariability of this step-like structure.

The data in Fig. 21 show that the above-mentioned
hypothesis about equality of the Eμ and Eν parame-
ters and about their independence from the number of
breakup pairs does not make the fitting quality worse for
any investigated nuclei. Therefore, the energy slope of

Fig. 20. Part of the vibrational levels Rvib in the total
density of excited levels for 177Lu and odd-odd nuclei at ex-
citation energy Eex.

the vibrational level density is rather dominantly deter-
mined by the Δ0 value. In our analysis of all investigated
nuclei, that the coefficients Eμ and Eν from Eq. (1) turn
out to lie near 1 and to be randomly scatter relative to
the average. Because of that, Fig. 21 is clear proof of
the validity of the vibrational-increase accounting in the
level density.

3. The Cooper-pairs-breaking thresholds

Our previous studies have shown the existence of a
connection between the shape of the nucleus and the
Cooper-pairs-breaking thresholds [11,13,14]. These re-
sults were also confirmed in this work. Figure 22 presents
the dependence of the binding energy to Δ0 on nuclei
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Fig. 21. Dependence of the Eμ and the Eν (same) model
parameters on the nuclear mass A. (Black points-even-even
nuclei, black-white-even-odd nuclei and white points-odd-odd
nuclei.)

mass and the dependencies of the ratios for the break up
thresholds of the second and the third Cooper pairs to
Δ0 on nuclei mass. We should mention that the Cooper-
pairs-breaking thresholds are different for nuclei with dif-
ferent nucleon parities and depend on the pairing energy
(Δ0) for the last nucleon. Results presented in Fig. 22
show a significant differences in the ratios U2/Δ0 and
U3/Δ0 for deformed and spherical nuclei, in contrast to
Bn/Δ0 ratio.

4. Level parity

The obtained vaules for the ratio r =
ρ(π−)/(ρ(π−) + ρ(π+)) of levels ρ(π−) with nega-
tive parity to the total level density are presented in
Fig. 23. The average values of this ratio are 0.61(22)
for even-even, 0.25(28) for even-odd and 0.16(16) for
odd-odd nuclei (for odd-even 177Lu, it is 0.65(1)). Those
results suggeste that the the gamma-decay process
depends on various nucleon parities. The calcualtion of
the ratio r = ρ(π−)/(ρ(π−) + ρ(π+)) was done using a
linear extrapolation of the r value in the Ed ≤ Eex ≤ Bn

energy region. In the Bn energy point it was used
accepted assumption, that ρ(π−) = 0.5·(ρ(π−) +
ρ(π+)), the ρ(π−) value in this point was fixed, and at
the Ed energy the ρ(π−) varied.

Fig. 22. Dependence of the ratios, Ul/Δ0, of break-up
thresholds to the average pairing energy of the last nucleon
on the nuclear mass A, for the second (points) and the
third (squares) Cooper pairs. (Black points-even-even nu-
clei, black-white-even-odd nuclei and white points-odd-odd
nuclei.) Triangles show the dependence of Bn/Δ0 ratio on
mass.

VI. POSSIBLE EXPERIMENTS FOR A
STUDY OF SUPERFLUIDITY

Experiments on recording the cascades of two-gamma
transitions of radiative capture of thermal neutrons were
carried out in Dubna (Russia), Riga (Latvia), Rez (Czech
Republic) and Dalat (Vietnam). Unfortunately, gamma-
ray cascades at thermal neutron capture allow the de-
termination of ρ and Γ only for a fixed area of nuclear
excitations, for a certain spin interval, and for a given
parity of the decaying resonance (Table 1).
Until now, in all analyses, a nucleus was usually imag-

ined as a statistical system. The real uncertainty of this
nuclear model is still unknown; therefore, new experi-
ments (e.g., as in Ref. 10) are needed. Such experiments
can be carried out not only by using beams of thermal
and resonance neutrons but also by utilizing any accel-
erators of charged particles, if provides the scattering of
energies of excited levels λ in the target and the energy
resolution of the HPGe - detectors are comparable.
The best approach to studing cascades of gamma tran-

sitions of decaying levels excited by gamma quanta can
be achieved using any source of gamma radiation (e.g.
ELBE [40] or S-DALINAC [41]) with a fixed energy. At
fixed energy Emax of the gamma beam, the model of
Ref. 10 can be applied in the interval of excitation en-
ergies of the decaying levels from Emax to Emax − 511
keV, which would allow for the cascade decay oricess to
become clearer.
The background conditions during cascade recordings

for a beam of gamma quanta are essentially better than
those for neutron beams. For experiments of the types
seen in Refs. 40, 41, a singular requirement is needed:
detectors must be placed close to the target, in a back
hemisphere relativel to it. In such an experiment the ra-
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Fig. 23. Mass dependence of the ratio r = ρ(π−)/(ρ(π−)+
ρ(π+)) at the upper energy border for the discrete region
of levels (Ed) and their averaged values for even-even (solid
lines), even-odd (dashed lines) and odd-odd nuclei (dotted
lines). (Black points-even-even nuclei, black-white-even-odd
nuclei and white points-odd-odd nuclei.)

diative strength functions for gamma transitions both to
the ground state of the target nucleus, and to its’ excited
levels can be determinated separatly. The information
content of such an experiment will exceed the results of
(n, 2γ) reaction investigations by at least ten times.
Unlike the cascades of gamma transitions, cascades

with nucleon emission provide significant statistical im-
provements due to the high efficiency of recording the
charged products of the reaction. Mathematically, the
spectrum of primary gamma transitions of decaying lev-
els below the emission threshold for nucleon products
of the reaction and the spectrum of evaporated nucle-
ons (light nuclei) above the binding energy are identical.
Therefore, the analysis of a cascade of evaporated nu-
cleon and gamma quanta is similar to the analysis of the
cascade of two-gamma transitions. Nevertheless the in-
tensity of a cascade of nucleon and gamma quantum to
low-lying levels can be depend strongly on the orbital
moment of the evaporated nucleon.

VII. CONCLUSION

In order to obtain reliable values of ρ and Γ, we used
an effective practical model that takes into account the
interaction of the fermion and the boson components
in the nuclear matter. The need to take into account
the corrections for the shell inhomogeneities of single-
particle spectrum on the level density was demonstrated
when comparing the parameters obtained under two dif-
ferent conditions: at a constant density of single-particle
states near the Fermi surface and at g �= const. The
results obtained using the shell corrections were closer
to the existing representations. Nevertheless, we cannot
describe the cascade intensities without taking into ac-
count the strong influence of the nuclear superfluidity on

the gamma-decay process. The results about the Cooper
pair break-up energies showed a dependece of the dy-
namics for interactions between superfluid and normal
nuclear mater phases on the shape of nucleus. Those
data were obtained with high accuracy.
Our model allows for a separate determination of the

density of vibrational levels between the breaking thresh-
olds of the Cooper pairs. In two-step gamma-decay, a
common result for nuclei with different parity of nucleons
is a decrease in the sum k of radiative strength functions
when the energy of primary transitions decreases. When
one analyzes the set of investigated nuclei, the average
sums are almost equal for odd-odd and even-odd nuclei,
while the k values are two times smaller for the even-even
nuclei.
Unfortunately, the existence of errors for the ρ and the

Γ functions is a fundamental problem. This is important
for any model used for an anaysis of experimental data,
as well as for calculations of cross sections or spectra.
The systematic uncertainties also come from fluctuations
in the intensities of the gamma decay transitions in dif-
ferent nuclei. However, the results presented here gave a
possibility for describing of the data obtained in two-step
cascades experiments with a satisfactory accuracy that
is higher the statistical one.
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The in door ra don be hav ior has com plex dy nam ics due to the in flu ence of the large num ber of
dif fer ent pa ram e ters: the state of in door at mo sphere (tem per a ture, pres sure, and rel a tive hu -
mid ity), aero sol con cen tra tion, the ex change rate be tween in door and out door air, con struc -
tion ma te ri als, and liv ing hab its. As a re sult, in door ra don con cen tra tion shows vari a tion,
with the usual pe ri od ic ity of one day and one year. It is well-known that sea sonal vari a tion of
the ra don con cen tra tion ex ists. It is par tic u larly in ter est ing to in ves ti gate in door ra don vari a -
tion at the same mea sur ing lo ca tion and time pe riod, each year, due to es ti ma tion of in di vid ual 
an nual dose from ra don ex po sure. The long-term in door ra don mea sure ments, in a typ i cal
fam ily house in Ser bia, were per formed. Mea sure ments were taken dur ing 2014, 2015, and
2016, in Feb ru ary and July, each year. The fol low ing mea sur ing tech niques were used: ac tive
and char coal can is ters meth ods. Anal y sis of the ob tained re sults, us ing multivariate anal y sis
meth ods, is pre sented.

Key words: ra don vari abil ity, multivariate re gres sion anal y sis, multi-sea sonal ra don
mea sure ments, in door ra don

INTRODUCTION

The re search of the dy nam ics of ra don in var i ous
en vi ron ments, es pe cially in doors, is of great im por -
tance in terms of pro tec tion against ion iz ing ra di a tion
and in de sign ing of mea sures for its re duc tion. Pub -
lished re sults and de vel op ment of many mod els to de -
scribe the be hav ior of in door ra don, in di cates the com -
plex ity of this re search, es pe cially with mod els for
pre dic tion of the vari abil ity of ra don [1-3]. This is be -
cause the vari abil ity of ra don de pends on a large num -
ber of vari ables such as lo cal ge ol ogy, per me abil ity of
soil, build ing ma te ri als used for the build ings, the state 
of the in door at mo sphere (tem per a ture, pres sure and
rel a tive hu mid ity), aero sol con cen tra tion, the ex -
change rate be tween in door and out door air, con struc -
tion ma te ri als, as well as the liv ing hab its of peo ple. It
is known that the in door ra don con cen tra tion vari a tion
has pe ri od ic ity of one day and one year. It is also
well-known that the sea sonal vari a tion of the ra don
con cen tra tion ex ists. This is why it is par tic u larly in -
ter est ing to in ves ti gate in door ra don vari a tion at the
same mea sur ing lo ca tion and time pe riod, year af ter

year, in or der to es ti mate the in di vid ual an nual dose
from ra don ex po sure. In that sense, we per formed
long-term in door ra don mea sure ments in a typ i cal
fam ily house in Ser bia. Mea sure ments were taken dur -
ing the 2014, 2015, and 2016, in Feb ru ary and July,
each year. We used the fol low ing mea sur ing tech -
niques: ac tive and char coal can is ters meth ods. The de -
tailed anal y sis of the ob tained re sults us ing
multivariate anal y sis (MVA) meth ods is pre sented in
this pa per.

First, MVA meth ods were tested on the ra don
vari abil ity stud ies in the Un der ground Low Back -
ground Lab o ra tory in the In sti tute of Phys ics, Bel -
grade [4, 5]. Sev eral cli mate vari ables: air tem per a -
ture, pres sure, and hu mid ity were con sid ered. Fur ther
ad vance was made by us ing all the pub licly avail able
cli mate vari ables mon i tored by nearby au to matic me -
te o ro log i cal sta tion. In or der to an a lyze the de pend -
ence of ra don vari a tion on mul ti ple vari ables,
multivariate anal y sis needs to be used. The goal was to
find an ap pro pri ate method, out of the wide spec trum
of multivariate anal y sis meth ods that are de vel oped
for the anal y sis of data from high-en ergy phys ics ex -
per i ments, to an a lyze the mea sure ments of vari a tions
of ra don con cen tra tions in in door spaces. Pre vi ous
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anal y sis were done us ing the max i mum of 18 cli mate
pa ram e ters and use and com par i son of 8 dif fer ent
multivariate meth ods. In this pa per the num ber of vari -
ables is re duced to the most im por tant ones and new
de rived vari ables, like va por pres sure, sim ple mod eled 
so lar irradiance and sim ple mod eled pre cip i ta tion,
which were in tro duced in the multivariate anal y sis.

INDOOR RADON MEASUREMENTS
METHODS

De pend ing on the in te grated mea sure ment time,
meth ods of mea sure ment of the in door ra don con cen tra -
tions may be di vided into long-term and short-term ones.
The de vice for the per formed short-term ra don mea sure -
ments is SN1029 ra don mon i tor (man u fac tured by the
Sun Nu clear Cor po ra tion, NRSB ap proval-code 31822)
with the fol low ing char ac ter is tics: the mea sure ment
range from 1 Bqm–3 to 99.99 kBqm–3, ac cu racy equal to
+25 %, sen si tiv ity of 0.16 counts hour per Bqm–3. The
de vice con sists of two dif fused junc tion photodiodes as
the ra don de tec tor which is fur nished with sen sors for
tem per a ture, bar o met ric pres sure, and rel a tive hu mid ity.
The sam pling time was set to 2 h. The method for Char -
coal Can is ter used is: EERF Stan dard Op er at ing Pro ce -
dures for Ra don-222 Mea sure ment Us ing Char coal Can -
is ters [6], also used by ma jor lab o ra to ries which con duct
ra don mea sure ments in Ser bia [7]. Ex po sure time of the
char coal can is ters was 48 h. The con nec tion be tween
short term and long term mea sure ments has at tracted
some in ter est pre vi ously [8].

The fam ily house, se lected for the mea sure ments 
and anal y sis of vari a tions of ra don con cen tra tions, is a
typ i cal house in Bel grade res i den tial ar eas, with re -
quire ment of ex is tence of cel lar. House is built on
lime stone soil. Ra don mea sure ments were car ried out
in the liv ing room of the fam ily house, which is built of
stan dard ma te ri als (brick, con crete, mor tar) and iso -
lated with sty ro foam. Dur ing the pe riod of mea sure -
ments (win ter-sum mer 2014, 2015, and 2016), the
house was nat u rally ven ti lated and air con di tion ing
was used in heat ing mode at the be gin ning of the mea -
sure ment pe riod. Dur ing the win ter pe riod mea sure -
ments, the elec tri cal heat ing was used in ad di tion to air
con di tion ing. Mea sured ra don con cen tra tions, room
tem per a ture (T_id), at mo spheric pres sure (P_id) and
rel a tive hu mid ity (H_id) in side the house, were ob -
tained us ing ra don mon i tor. Val ues of me te o ro log i cal
vari ables, in the mea sure ment pe riod, were ob tained
from an au to matic me te o ro log i cal sta tion, lo cated near 
the house in which the mea sure ment was per formed.
We used the fol low ing me te o ro log i cal vari ables: ex -
ter nal air tem per a ture (T), also at height of 5cm, pres -
sure (P) and hu mid ity (H), so lar ir ra di a tion, wind
speed, pre cip i ta tion, tem per a ture of the soil at depths
of 10 cm, 20 cm and 50 cm. The nat u ral ven ti la tion
rou tine was not mon i tored. Since the ven ti la tion is of

cru cial im por tance for the level of ra don in doors [9],
Multivariate re gres sion anal y sis was used mainly for
win ter pe ri ods.

MULTIVARIATE REGRESSION
ANALYSIS

In many fields of phys ics, es pe cially in high-en -
ergy phys ics, there is the de mand for de tailed anal y ses
of a large amount of data. For this pur pose, the data
anal y sis en vi ron ment ROOT [10], is de vel oped.
ROOT is mod u lar sci en tific soft ware frame work,
which pro vides all the functionalities needed to deal
with big data pro cess ing, sta tis ti cal anal y sis, vi su al -
iza tion and stor age. A spe cific func tion al ity gives the
de vel oped Toolkit for Multivariate Anal y sis (TMVA)
[11]. The TMVA pro vides an en vi ron ment for the pro -
cess ing, par al lel eval u a tion and ap pli ca tion of
multivariate re gres sion tech niques.

TMVA is used to cre ate, test and ap ply all avail -
able re gres sion multivariate meth ods, im ple mented in
ROOT, in or der to find meth ods which are the most ap -
pro pri ate and yield max i mum in for ma tion on the de -
pend ence of in door ra don con cen tra tions on the mul ti -
tude of me te o ro log i cal vari ables. Re gres sion meth ods
are used to find out which re gres sion method can, if
any, on the ba sis of in put me te o ro log i cal vari ables
only, give an out put that would sat is fac to rily close
match the ob served vari a tions of ra don con cen tra -
tions. The out put of us age of multivariate re gres sion
anal y sis meth ods has mapped func tional be hav ior,
which can be used to eval u ate the mea sure ments of ra -
don con cen tra tions us ing in put me te o ro log i cal vari -
ables only. All the meth ods make use of train ing
events, for which the de sired out put is known and is
used for train ing of Multivariate re gres sion meth ods,
and test events, which are used to test the MVA meth -
ods out puts.

RESULTS

Mea sure ments were per formed dur ing Feb ru ary
and July in 2014, 2015, and 2016 us ing ra don mon i tor
and char coal can is ter mea sure ments. The de scrip tive
re sults are sum ma rized in tab. 1. The mea sure ments
us ing ra don mon i tor and char coal can is ters are in good 
agree ment.

Pre vi ous work done by re search ers from the
Low Back ground Lab o ra tory, In sti tute of Phys ics,
Bel grade, us ing the MVA anal y sis in search of con nec -
tions be tween ra don con cen tra tion and me te o ro log i cal 
vari ables, in cluded only one pe riod of mea sure ment,
Feb ru ary or July 2014 [4]. Now the MVA anal y sis is
us ing all the mea sured data Feb ru ary/July 2014-2016.
New vari ables in tro duced in MVA anal y sis are mod -
eled so lar irradiance, mod eled pre cip i ta tion and va por
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pres sure. In or der to make use of in ten sity of so lar
irradiance dur ing the whole day and night, the so lar
irradiance is mod eled so that it in cludes 80 % of so lar
irradiance value from the pre vi ous mea sure ment (pre -
vi ous hour) with ad di tion of so lar irradiance value for
the ac tual hour of mea sure ment (fig. 1). The value of
80 % is cho sen so that the mod eled so lar ir ra di a tion
has the best cor re la tion with the ra don mea sure ments.
Sim i lar model of pre cip i ta tion was used in this anal y -
sis. The next new vari able is va por pres sure. The va por 
pres sure vari able is cal cu lated us ing the slope s(T), of
the re la tion ship be tween sat u ra tion va por pres sure and 
air tem per a ture and is given by [12, 13], so that the va -
por pres sure equals rel a tive hu mid ity times sat u ra tion
va por pres sure, fig. 2.

Be fore the start of train ing of Multivariate re -
gres sion meth ods us ing TMVA toolkit in ROOT, the
de scrip tion of in put me te o ro log i cal vari ables is per -
formed, mainly by look ing into inter-cor re la tions of
in put vari ables and their con nec tions with the mea -
sured ra don con cen tra tions. The MVA is us ing all the
mea sured data. Ta ble 2 pres ents the me te o ro log i cal
vari ables and their mod ule value of cor re la tion with
the mea sured ra don con cen tra tions (tar get), which is
in dic a tive in find ing lin ear de pend ence of ra don mea -

sure ments and in put vari ables. The sec ond col umn in
tab. 2 pres ents us with cor re la tion ra tion val ues which
in di cate if there are some func tional de pend ence (not
only lin ear) be tween in put vari ables and ra don con -
cen tra tion, and the last col umn pres ents the mu tual in -
for ma tion which in di cates if there is a non-func tional
de pend ence of in put vari ables and ra don mea sure -
ments [11].

From tab. 2 it can be no ticed that lin ear cor re -
lated val ues are not the only ones which can be used in
MVA anal y sis, for ex am ple vari able so lar irradiance
has high mu tual in for ma tion with the ra don mea sure -
ments. 

In the data prep a ra tion for MVA train ing the
whole dataset is con sist ing of many events. An event
in cludes time of mea sure ment, ra don mea sure ment
and me te o ro log i cal vari ables. The dataset is ran domly
split in two halves, one half of the events will be used
for train ing of multivariate re gres sion meth ods, and
the other half of events for test ing of meth ods, mainly
to com pare the mea sured and MVA eval u ated val ues
for ra don con cen tra tion.

It turns out that the meth ods best suited for our
pur pose is the Boosted De ci sion Trees (BDT) method.
This means that BDT gives the small est dif fer ence be -
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Table 1. Descriptive results of February and July 2014, 2015, and 2016 measurements, using radon monitor and charcoal
canisters (only in February)

Results of measurements
2014 2015 2016

Feb. July Feb. July Feb. July

Minimal radon activity using radon monitor [Bqm–3] 15 0 28 0 12 3

Maximal radon activity using radon monitor [Bqm–3] 1000 286 915 88 1013 262

Median radon activity using radon monitor [Bqm–3] 418 25 524 22 412 28

Arithmetic mean of radon activity using radon monitor
(standard deviation) [Bqm–3]

402 40 508 27 423 39

(216) (41) (207) (18) (214) (32)

Room temperature using radon monitor
(standard deviation) [°C]

20.4 24.7 21.2 24.9 22.3 24.6

(0.8) (0.9) (0.6) (0.8) (0.6) (0.8)

Relative humidity using radon monitor
(standard deviation) [%]

67.4 67.8 68.2 51.5 64.0 58.9

(5.7) (4.8) (4.8) (4.7) (6.4) (7.5)

Radon activity using charcoal canister
(standard deviation) [Bqm–3]

432
/

518
/

407
/

(10) (6) (5)

Fig ure 1. Mod eled so lar irradiance in com par i son with
mea sured ra don con cen tra tion dur ing Feb ru ary 2016

Fig ure 2. Va por pres sure in com par i son with mea sured
ra don con cen tra tion dur ing Feb ru ary 2016



tween the mea sured ra don con cen tra tion from test
sam ple and the eval u a tion of value of ra don con cen tra -
tion us ing in put vari ables only. This can be seen in fig.
3, which shows the dis tri bu tion of BDT and BDTG re -
gres sion method out puts (eval u ated val ues) in com -
par i son with the mea sured ra don con cen tra tion dur ing
Feb ru ary 2016. 

Since TMVA has 12 dif fer ent re gres sion meth -
ods im ple mented, only some of those will give use ful
re sults when eval u at ing the ra don con cen tra tion mea -
sure ments. Ta ble 4 sum ma ries the re sults of MVA
anal y sis. It shows the MVA meth ods RMS of dif fer -
ence of eval u ated and mea sured ra don con cen tra tion.
Also, tab. 4 shows the mu tual in for ma tion of mea sured 
and MVA eval u ated ra don con cen tra tion. Be sides

BDT, the Multi-Layer Perceptron (MLP) [10], an im -
ple men ta tion of Ar ti fi cial Neu ral Net work multi
variate method, also gives good re sults. 

The MVA re gres sion anal y sis re sults in mapped
func tional be hav ior and, as op posed to pos si ble ex is -
tence of the o ret i cal mod el ing, which is in de pend ent of
the num ber of mea sure ments, MVA de pends on the
num ber of events. More events, the better mapped
func tion we get as a re sult. In this sense, if the num ber
of mea sure ments is not great, multivariate anal y sis can 
be used only as help, to in di cate which vari ables are
more im por tant to be used in the o ret i cal mod el ing, for
com par i son of mapped and mod eled func tions, and
mod eled func tion test.

CON CLU SION

In door ra don vari a tion at one lo ca tion in the
same pe ri ods (Feb ru ary and July), was in ves ti gated for 
three years. Long-term in door ra don mea sure ments
show in tense sea sonal vari a tion. The re sults ob tained
with dif fer ent mea sur ing meth ods are in good agree -
ment. The ra don be hav ior in the house is al most the
same and shows good reproducibility year by year.
The small vari a tions in the year by year dy nam ics are
orig i nated mostly from the vari a tions in me te o ro log i -
cal vari ables dur ing win ter sea sons and mostly due to
ven ti la tion hab its dur ing sum mer sea son. Ven ti la tion
hab its were not mon i tored nor taken into ac count in
MVA re gres sion anal y sis. The pre lim i nary re sults us -
ing multivariate anal y sis meth ods in TMVA are
shown. Main out put of Multivariate re gres sion anal y -
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Fig ure 3. Com par i son of MVA eval u ated ra don
con cen tra tion and mea sured one from the test sam ple of
events dur ing February 2016

Ta ble 2. In put vari able rank and val ues for cor re la tion, cor re la tion ra tio and mu tual in for ma tion, all with the mea sured
ra don con cen tra tions (tar get) for Feb ru ary and July 2014-2016 mea sure ments

Vari able
Cor re la tion with tar get Cor re la tion ra tio Mu tual in for ma tion

Rank Value Rank Value Rank Value

Soil temperature depth 20 cm [°C] 1 0.87 1 0.60 13 1.48

Soil temperature depth 50 cm [°C] 2 0.86 2 0.57 14 1.31

Soil temperature depth 10 cm [°C] 3 0.82 3 0.54 9 1.84

Temperature out door [°C] 4 0.82 5 0.53 8 1.85

Va por in door – va por od [mbar] 5 0.81 9 0.41 11 1.73

Temperature  od – temperature id [°C] 6 0.80 4 0.53 6 1.92

Temperature  height 5 cm [°C] 7 0.77 8 0.48 7 1.91

Va por od [mbar] 8 0.76 10 0.41 5 1.92

Temperature  id [°C] 9 0.75 7 0.49 17 1.16

So lar irradiance [Wm–2] 10 0.61 6 0.50 2 2.23

Hu mid ity in door [%] 11 0.45 11 0.26 1 2.26

Hu mid ity out door [%] 12 0.31 13 0.20 10 1.76

Air pres sure out door [mbar] 13 0.27 17 0.07 12 1.55

Wind speed [ms–1] 14 0.22 16 0.01 16 1.28

Air pres sure in door [mbar] 15 0.17 18 0.04 15 1.31

Hu mid ity od – Hu mid ity id [%] 16 0.10 14 0.19 4 2.11

Pre cip i ta tion [Lm–2] 17 0.01 15 0.19 18 1.13

Va por in door [mbar] 18 0.002 12 0.02 3 2.17



sis is the ini tial ver sion of mapped func tion of ra don
con cen tra tion de pend ence on mul ti tude of me te o ro -
log i cal vari ables. Sim pli fi ca tion of MVA meth ods can
be made by choos ing only the most im por tant in put
vari ables and ex clude the other vari ables.
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Ta ble 3. In put vari able cor re la tion with the mea sured ra don con cen tra tions for Feb ru ary and July 2016
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Soil temperature depth 50 cm [°C] 0.20 Wind speed [ms–2] 0.13

Pre cip i ta tion [Lm–2] 0.19 Temperature height 5 cm [°C] 0.12

Hu mid ity od – hu mid ity id [%] 0.15 Va por id [mbar] 0.06

Va por od [mbar] 0.08 Va por od [mbar] 0.03

Wind speed [ms–1] 0.05 Va por id – va por od [mbar] 0.02

Ta ble 4. RMS of MVA method's eval u a tion error and
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STUDIJA  SLU^AJA  VI[EGODI[WE  VARIJABILNOSTI  RADONA
 U  PORODI^NOJ KU]I  U  SRBIJI

Pona{awe radona u zatvorenom prostoru ima slo`enu dinamiku zbog uticaja velikog
broja razli~itih parametara koji uti~u na wegovu varijabilnost: meteorolo{kih (temperatura,
pritisak i relativna vla`nost), koncentracije aerosola, brzine razmene izme|u unutra{weg i
spoqa{weg vazduha, gra|evinskih materijala i `ivotnih navika. Kao rezultat, koncentracija
radona u zatvorenim prostorijama pokazuje varijaciju, uz standardnu periodi~nost od jednog dana i
jedne godine. Godi{wa varijabilnost je dobro poznata sezonska varijacija koncentracije radona.
Posebno je interesantno pratiti vi{egodi{we varijacije koncentracije radona na istoj mernoj
lokaciji i vremenskom periodu, pre svega zbog procene individualnih godi{wih doza od izlo-
`enosti radonu. U tipi~noj porodi~noj ku}i u Srbiji izvr{ena su dugotrajna merewa radona u
dnevnom boravku. Merewa su ra|ena tokom 2014, 2015, i 2016. godine, u februaru i julu, svake godine.
Kori{}ene su slede}e merne tehnike: aktivna i metoda kori{}ewa ugqenih kanistera. Dobijeni
rezultati analizirani su kori{}ewem multivarijantne regresione analize.

Kqu~ne re~i: varijabilnost radona, multivarijantna regresiona analiza, ra don u zatvorenim
..........................prostorijama, vi{egodi{we merewe radona
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1. Introduction

Cosmic ray muons (hard component of secondary cosmic rays) are affected by variations of
atmospheric parameters as they propagate toward Earth. There are a number of meteorological
effects that affect cosmic ray muon flux, most prominent being the barometric (pressure) effect and
the temperature effect, which depend on atmospheric pressure and atmospheric temperature respec-
tively. Apart from fundamental, precise modelling of these effects also has practical importance, as
it allows for correction that significantly increases the sensitivity of ground based muon monitors
to variations of primary cosmic rays.

A number of methods for correction of barometric and temperature effect have been developed
over the years. Some (i.e. method of effective level of generation [1]) are empirical in nature, while
others (most notably integral method) rely on the theory of meteorological effects, developed by
Dorman [2] among others. All these methods are at least in some part approximative, but for all
intents and purposes we have decided to use the integral method as a reference in our analysis, as it
gives the most complete treatment of the problem.

The idea behind the work presented here is to try and develop a new, easy to use empirical
method, less approximative in nature, compare it to the reference integral method, and investigate
whether a more precise model of meteorological effects can be constructed, and possibly some
additional information extracted. In order to most completely treat the meteorological effects,
both atmospheric pressure and full atmospheric temperature profile need to be taken into account.
For analysis that involves that many potentially highly correlated input variables, we have decided
to employ modern techniques used for decorrelation and dimensionality reduction, and introduce
two new methods for modelling and correction of meteorological effects - PCA method based on
principal component analysis (PCA), and MVA method based on multivariate analysis (MVA) via
use of machine learning. Though these two are somewhat similar in nature, a more "hands on"
approach of the PCA method can offer a somewhat different insight than the more "blackbox"
machine learning approach.

2. Data

2.1 CR data

Muon count rates used in this analysis were measured in the Ground Level Laboratory (GLL)
of the Low Background Laboratory for Nuclear Physics, at the Institute of Physics Belgrade [3].
More detailed description of the laboratory and current detector system can be found in some of our
previous work [4]. Muon count rates can have arbitrary time resolution but five-minute and hour
sums were used in the analysis. For quality and consistency of data reasons, and to remove potential
biases due to annual variation, data for a period of one year (from 01.06.2010 to 31.05.2011) were
selected.

2.2 Meteo data

This analysis requires information about both atmospheric pressure and vertical atmospheric
temperature profile. Data about atmospheric pressure is readily available from the Republic Hydro-
meteorological Servis of Serbia. As for the vertical temperature profile data, temperatures for 24

2
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Figure 1: Relative variance (left) and cumulative relative variance (right) for all 26 principal components.

isobaric levels modelled by the Global Forecast System (GFS) [5] were used, starting from the
top layer of the atmosphere (10 mb), to the level just above ground level (975 mb). For the above
ground layer, locally measured temperature was used as the model was performing poorly there.
More details about the preparation of meteorological data is available elsewhere [7].

3. Methodology

3.1 PCA method

Principal component analysis is a well established technique for dimensionality reduction of
complex problems that involve large number of correlated variables, and as such very well suited
for application to our problem. Using principal component decomposition we have transformed
the initial set of correlated meteorological variables (locally measured atmospheric pressure, 24
modelled temperatures, and locally measured ground temperature) to a set of 26 uncorrelated
principal components.

Using a series of tests typically used in such analysis (cumulative percentage rule, modified
Kaisser’s rule, mean eigenvalue rule, ...), we have determined that the first six components (respon-
sible for close to 95% of total variance, as seen on Figure 1) are significant. Composition of the
these components is shown on Figure 2, where variables on the x-axis are atmospheric pressure
followed by atmospheric temperatures, starting from the top layer of the atmosphere.

Correlative analysis ofmuon count rate and significant principal components showed practically
no correlation between measured muon count rate and the second principal component, further
reducing the set of principal components to five. This is an interesting results as this component,
mainly composed of lower stratosphere and upper troposphere temperatures, is responsible for close
to 17% of total variation of meteorological variables.

Finally, we have determined the muon count rate corrected for meteorological effects according
to formula:

N (corr)µ = Nµ − 〈Nµ〉
∑
i

kiPCi, i = 1, 3, 4, 5, 6 (1)

where N (corr)µ is corrected, Nµ measured and 〈Nµ〉 mean muon count rate, while ki, that
correspond to principal components PCi, are coefficients determined by linear regression, as shown
on Figure 3. Full analysis and results are presented in more detail in our other work [8].

3
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Figure 2: Composition for six most significant principal components. Meteorological variables are on the
x-axis, first one being atmospheric pressure, followed by atmospheric temperatures (starting with the top
layer of the atmosphere and ending with the ground level).

Figure 3: Muon count rate dependence on principal components for six most significant components,
distributions fitted with linear function.

3.2 MVA method

Multivariate analysis utilisingmachine learning techniques can be a powerful tool formodelling
of highly correlated systems. We have tested a number of algorithms implemented in Toolkit
for Multivariate Data Analysis (TMVA), which has been successfully used for classification and
regression problems in particle physics. For us, regression application is of greater interest, as the
idea is to train and test multivariate algorithms on a subset of data (for geomagnetically quiet days),
where most of the variation can be attributed to atmospheric effects, using meteorological variables
as input and muon count rate as the target value. Trained algorithms can be then used on a full data
set to predict the muon count rate (which would ideally depend only on meteorological parameters),
and corrected muon count rate can be calculated using the formula:

N (corr)µ = ∆Nµ + 〈Nµ〉, ∆Nµ = N (mod)
µ − Nµ, (2)

where N (corr)µ is corrected, Nµ measured, N (mod)
µ modelled, and 〈Nµ〉 is mean muon count

rate.
Minimal average quadratic deviation of modelled from measured value was the only criterion

used for optimisation of algorithm parameters in the training phase, so a series of tests have been

4
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Figure 4: Modelled count rate and its deviation from measured count rate as a function of measured count
rate for LD (top) and BDTG (bottom) algorithms. Deviation distributions for test data set are on left, for the
full data set are in the middle, while distributions of modelled count rate (compared with the measured one)
are on the right.

Figure 5: Power spectra for periods in the interval [0, 2] days, for measured data (far left), and data corrected
using integral (central left), LD (central right) and BDTG (far right) methods.

devised in order to investigate the consistency of application of trained algorithms and minimise
the possibility of artificial features being introduced.

Some of the tests included comparison of distributions of residual deviation of modelled from
measured data for the test and full data set, or looking for anomalous features in distributions of
modelled count in comparison with measured count distribution (both types of distributions for
selected algorithms shown in Figure 4.

Based on these tests, the best performing algorithm proved to be LD (Linear Discriminant
method), which is closely related to PCA approach. The second best potential candidate was BDTG
(Gradient Boosted Decision Tree method), but there are probably some limits to its applicability,
as indicated by spectral analysis (Figure 5). From the remaining tested methods, algorithms based
on probability density techniques performed more poorly, which was not that surprising as the
problem analysed here involves highly linear dependencies, but poor performance of methods based
on neural networks was not expected, and possibly some improvement can be made there.

5
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Figure 6: Muon count rate time series and reference neutron monitor data for the period of one year
(01.06.2010-31.05.2011), fitted with sine function with a period of one year.

4. Results

4.1 Effect of corrections on periodic CR variations

Oneway to assess the performance of different methods for correction of meteorological effects
could be to compare the efficiency with which they remove the annual variation due to temperature
variation. In order to determine this variation, we have fitted pressure corrected data with a sine
function, with a period of one year. Amplitude determined from such fit is then used as an estimate
of magnitude of the annual variation. The same procedure was used to determine the residual
annual variation after the correction via use of different methods (Figure 6). As neutron monitor
count rates are usually considered to negligibly depend on atmospheric temperature (at least in the
first approximation), we can treat their time series the same way in order to estimate the expected
annual variation magnitude.

Table 1 shows amplitudes for the annual variation calculated based on plots in Figure 6, as well
as reduction in annual variation relative to pressure corrected data. As can be seen, values for PCA
and LD methods are closer to the estimates based on the neutron monitor data than the integral
method value, while for BDTG method the value is somewhat smaller.

4.2 Effect of corrections on aperiodic CR variations

To study the effect of corrections on aperiodic variations we have selected the most intense
Forbush decrease event in the one year period used for the analysis. For the event that occurred
on 18.02.2011, we determined the amplitude of decrease for data corrected via different methods
and reference neutron monitors, using procedure suggested by Barbashina et al. [9] (as shown on

6
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Method/
Neutron monitor

P corr. Integral PCA LD BDTG Athens Rome

Annual
amplitude [%]

1.11(9) 0.40(3) 0.18(5) 0.11(3) 0.086(9) 0.17(5) 0.29(1)

Relative reduction
[% of P corrected ]

- 64(10) 84(28) 90(30) 92(30) - -

Table 1: Amplitude and reduction of the amplitude of annual variation relative to pressure corrected data (P
corr.) for pressure and temperature corrected data (using integral and selected multivariate methods). Athens
and Rome neutron monitor data also included for reference

Figure 7: Muon count rate time series and reference neutron monitor data for the period around the Forbush
decrease event of 18.02.2011. Highlighted intervals are used for detrending and calculation of decrease
amplitude.

Method/
Neutron monitor

Integral PCA LD BDTG Athens Rome

FD
amplitude [%]

1.38(14) 1.52(21) 1.96(18) 1.10(13) 1.97(15) 2.68(15)

Relative FD
amplitude

4.31(44) 4.90(66) 7.09(65) 4.78(56) 5.30(40) 8.65(48)

Table 2: Amplitudes and relative amplitudes for the Forbush decrease event of 18.02.2011 for pressure and
temperature corrected muon data and reference neutron monitors

Figure 7). Additionally, as a measure of sensitivity to such events, we have introduced amplitude
calculated relative to standard deviation of count rates leading up to the event.

Values for thusly calculated amplitudes and relative amplitudes are shown in Table 2. LD
algorithm has values comparable to neutron monitor values, but that is at least in part due to
somewhat larger calculated amplitude. This is most likely a feature pertaining to the specific event,
as preliminary results for other events outside the interval used in this work show values closer to
expected.

7
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5. Conclusions

Two newmethods for correction of meteorological effects on cosmic ray muons are introduced.
Both are fully empirical, require knowledge about the atmospheric pressure and atmospheric tem-
perature profile and can be applied to any muon monitor. The effect on reduction of the annual
variation of CR data, as well as the effect on sensitivity of FD event detection was compared to
the integral method and reference neutron monitor data. Their effectiveness was comparable or
possibly better than for the integral method, allowing for the possibility that a part of meteorological
effects is not taken into account by theory.
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Abstract. The determination of nuclear level densities and radiative strength functions
is one of the most important tasks in low-energy nuclear physics. Accurate experimen-
tal values of these parameters are critical for the study of the fundamental properties of
nuclear structure. The step-like structure in the dependence of the level densities ρ on
the excitation energy of nuclei Eex is observed in the two-step gamma cascade measure-
ments for nuclei in the 28 ≤ A ≤ 200 mass region. This characteristic structure can be
explained only if a co-existence of quasi-particles and phonons, as well as their interac-
tion in a nucleus, are taken into account in the process of gamma-decay. Here we present
a new improvement to the Dubna practical model for the determination of nuclear level
densities and radiative strength functions. The new practical model guarantees a good
description of the available intensities of the two step gamma cascades, comparable to
the experimental data accuracy.

1 Introduction

The development of theoretical models of nuclear structures requires a set of experimental information
of the excited levels density, ρ, (with given quantum numbers) and of the values of the partial width
(radiative strength function), Γ, of all possible decay channels. Correct interpretation of the dynam-
ics of the nuclear transitions, in a broad variety from the simple low-lying levels (e.g., quasi-particle
or phonon structure) to the very complex compound-states is possible by the theoretical calculations
if those experimental data are available. One of the most suitable techniques for determination of
required nuclear mater parameters (ρ and Γ) is the two-step gamma cascades methods based on mea-
surement of gamma coincidences following neutron capture [1].
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Based on the experimental data collected by two-step gamma cascades experiment a model for
description the gamma-decay of neutron resonance was developed at JINR, Dubna [2, 3]. In this
model the level density ρ of quasi-particles in any nucleus is defined using the known model of n-
quasi-particle levels. Here we presented the improved version of this model taking into account shell
inhomogeneities of the single-particle level spectra and their influence on the functions: ρ=ϕ(Eex) and
Γ= ψ(E1), where Eex is the excitation energy and E1 is primary transition energy. The experimental
results of two step gamma cascades intensity for 43 nuclei in the 28 ≤ A ≤ 200 mass region were
fitting by this model. This provide us possibility to extract parameters of nuclear structure such as
breaking thresholds of the second and the third Cooper pairs, ratio of the collective level density to
the total one or level parity.

2 Dubna two-step gamma cascades method

The two-step gamma-cascades method for obtaining information about the nuclear structure param-
eters following the thermal neutron captures was developed at FLNP, JINR, DUBNA [2, 3]. From
amount of gamma-gamma coincidences the method allows to choose registration events of full energy
of two-gamma transition cascade with a sufficiently low background. And the experimental intensity
distributions of cascades to the final levels of compound-nucleus with excited energy below ∼500–
800 keV are obtained from these coincidences. Using the nuclear spectroscopy procedures allows
decomposing the initial spectrum on primary and secondary transmission components of cascades
with an acceptable uncertainty [2, 3].

The basic idea of this method comes from specific dependence of the two-step gamma- cascade
intensity on the partial radiative width Γ and the density of excited levels:
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where Γλ i and Γi f are the partial radiative widths corresponding to the primary and to the secondary
transitions; nλi = ρ∆Ei is the number of the excited intermediate levels in a certain interval of the
excitation energy ∆Ei; 〈Γλ i〉 and 〈Γi f 〉 are the average values of the corresponding intervals of the
nucleus excitation energy widths; mλ i and mi f are the number of levels in the same intervals. When
this method was developed for the first time it was based on an interactive calculation. Using iterative
process with “randomly” chosen functions ρ and Γ, it is possible to obtain the most probable values
of level density and radiative width (or radiative strength function).

3 Model of the gamma-decay of neutron resonance

Here we present improved version of the model for the gamma-decay of neutron resonance [2] which
can explain the experimental data based on combination of phenomenological and theoretical repre-
sentations.

The level density, described by an expression for density ρl of Fermi levels, was taken from the
model of density Ωn of n-quasi-particle states [4]:
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Here J is the spin quantum number, g = 6a/π2 is the density of the single-particle states near Fermi-
surface, σ is the cut-off factor (a and σ values were taken from the back-shifted Fermi-gas model
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Based on the experimental data collected by two-step gamma cascades experiment a model for
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Here we present improved version of the model for the gamma-decay of neutron resonance [2] which
can explain the experimental data based on combination of phenomenological and theoretical repre-
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The level density, described by an expression for density ρl of Fermi levels, was taken from the
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Here J is the spin quantum number, g = 6a/π2 is the density of the single-particle states near Fermi-
surface, σ is the cut-off factor (a and σ values were taken from the back-shifted Fermi-gas model

[5]), and Ul, is the energy of the l-th Cooper pair breaking threshold. The effect of the collective
enhancement was also included in this model by the coefficient Ccol of the collective enhancement of
the vibrational level density (or both vibrational and rotational ones for deformed nuclei). For a given
excitation energy, Eex, the phenomenological coefficient is determined by a theoretical description
that can be found in Ref. [3]:

Ccoll = Al exp(
√

(Eex − Ul)/Eν − (Eex − Ul)/Eµ) + β (3)

where Al are parameters of density for the vibrational levels above the breaking point for each l-th
Cooper pair, Eµ and Eν determine the change in the nuclear entropy and the change of the quasi-
particles excitation energies, respectively. Coefficients Al for different pairs are fitted independently,
as it was done in Ref. [2]. Coefficient β is used for a description of the rotation level density.

Radiative strength functions for E1- and M1-transitions are determined in this model by Ref. [6]:

k(E1, Eγ) + k(M1, Eγ) = w
1

3π2�2c2A2/3

σGΓ
2
G(E2

γ + κ4π
2T 2)

(E2
γ − E2

G)2 + E2
γΓ

2
γ

+

+Pδ−exp(αp(Eγ − Ep)) + Pδ+exp(βp(Ep − Eγ)) (4)

with fitting normalization parameter w and coefficient κ; thermodynamic temperature T; the location
of the center of the giant dipole resonance EG, with width ΓG and cross section σG in the maximum
for each nucleus. For description of experimental data of Ref. [3] it is necessary to add one or several
narrow peaks to the strength function is based on the data of Ref. [3]. The second summand of Eq. (5)
corresponds to the left slope of the peak (energies below the maximum), and the third summand is the
right slope (energies above the maximum). Position Ep in the energy scale, amplitudes Pδ+ and Pδ−

and slope parameters αp and βp are fitted for each peak independently. At E1 ≈ Bn the fitted ratios
ΓM1/ΓE1 of E1- and M1-strength functions are normalized to known experimental values, and their
sum Γλ is normalized to the total radiation width of the resonance.

The influence of the shell correction δE on the density of the quasi-particle levels were tested in
this work. It was done by using the a(A) value, which depends on the excitation energy, included
linearly in the parameter of the single-particle density g (see Eq. (2)). For a nucleus with mass A and
excitation energy Eex, a(A) is expressed, as [3]:

a(A) = ã(1 + ((1 − exp(γEex))δE/Eex)) (5)

where asymptotic value is ã = 0.114 · A + 0.162 · A2/3 and γ = 0.054. The δE values slightly varied
relative to their evaluations [3] in order to keep an average spacing between neutron resonances (see
[2]).

In our model the set of common parameters for fitting (see Eqs. (2, 3)) were:

1) the break up thresholds energies Ul up to l=4,

2) the Eµ and Eν parameters, which are common for all Cooper pairs

3) the mutually independent parameters Al of the density of vibrational levels above the break up
threshold Ul

4) the coefficients w, κ and β

5) the ratio r of negative parity and the total level density.

Those parameters were used for the description of the intensity Iγγ (E1) for 43 nuclei, in the framework
of the proposed model.
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Figure 1. Histogram - experimental cascade intensity and its uncertainties for 156Gd as function of primary
cascade quanta E1. Points - the best fit of the presented practical model; triangles - a calculation of Iγγ using
models of Ref. [5, 6]. Recorded threshold for cascade gammas is Eγ = 520 keV.

a) b)

Figure 2. a) Level density of 156Gd. Top: points are the best fit of level density (uncertainties – scatter of fits
for different sets of initial parameters); dashed and solid lines are the level density calculated using the model of
Ref. [5], with taking into account the shell correction δE (6) and without δE, correspondingly. Bottom: fitted
ratio of density of collective levels to the total level density. b) Strength function for 156Gd. Top: solid points
are the best fit of the strength function of E1-transitions; open points are the best fit of the strength function of
M1-transitions. Bottom: solid points are a sum of E1- and M1- strength functions; dash line is the sum of strength
functions multiplied by ρmod/ρexp ratio (Ref. [7]). Calculations using the model of Ref. [6] (lower triangles) and
using the model of Ref. [8] (upper triangles) were fulfilled with k(M1)= const.

4 Results and discussion

A solution of the system of Eq. (1) is performed by the Monte-Carlo method. The nonlinearity of
the strongly correlated equations of the system (1) produces an uncertainty of extracting the ρ and Γ
parameters from Iγγ intensities.

Experimental data on Iγγ (E1) are usually obtained with a small total uncertainty and averaged over
500 keV energy intervals. The results for 156Gd are shown, in more detail, in Figs. 1–2. The best fits
to Iγγ (E1), as well as the fitted level densities and strength functions, are compared to corresponding
values calculated using the statistical model. The results and corresponding calculations of level
density and radiative strength function for the rest of the investigated nuclei will not be shown in
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4 Results and discussion

A solution of the system of Eq. (1) is performed by the Monte-Carlo method. The nonlinearity of
the strongly correlated equations of the system (1) produces an uncertainty of extracting the ρ and Γ
parameters from Iγγ intensities.

Experimental data on Iγγ (E1) are usually obtained with a small total uncertainty and averaged over
500 keV energy intervals. The results for 156Gd are shown, in more detail, in Figs. 1–2. The best fits
to Iγγ (E1), as well as the fitted level densities and strength functions, are compared to corresponding
values calculated using the statistical model. The results and corresponding calculations of level
density and radiative strength function for the rest of the investigated nuclei will not be shown in

a) b)

Figure 3. a) A-dependence of the ratios Ul/∆0, for the second (points) and the third (squares) Cooper pairs. Full
points – even-even, half-open points are even-odd and open points are odd-odd compound nuclei. Triangles –
the mass dependence of Bn/∆0 ratio. B) Mass dependence of the ratio of the level density with negative parity to
the total level density at the upper energy border of the Ed and their averages for even-even nuclei (solid lines),
even-odd (dashed lines) and odd-odd nuclei (dotted lines). Full points – even-even, half-open points – even-odd
and open points – odd-odd compound nuclei.

this publication. However, we are presented here obtained results for some of parameters of nuclear
structure.

One important parameter is the breaking thresholds for Cooper pairs. In the present analysis was
confirmed the previous results about the connection between the shape of the investigated nucleus
and the breaking thresholds. That was established for the first time in our prior analysis [3]. As the
breaking thresholds differ for nuclei with various nucleon parities and depend on the average pairing
energy (∆0) of the last nucleon, the mass dependencies for the ratios of the break up thresholds of the
second and the third Cooper pairs to ∆0, as well as the mass dependence of the binding energy to ∆0,
are presented in Fig. 3. As it can be seen in Fig. 3, there is a noticeable difference in U2/∆0 and U3/∆0
ratios for spherical and deformed nuclei in contrast to Bn/∆0.

In this work it was also obtained information about levels parity. For determination of the part
r = ρ(π−)/(ρ(π−) + ρ(π+)) of levels ρ(π−) with negative parity, a linear extrapolation for r value was
applied in the Ed ≤ Eex ≤ Bn energy interval. At that, in the Bn point we use generally accepted
assumption, that ρ(π−) = 0.5(ρ(π−) + ρ(π+)), and ρ(π−) value in this energy point was fixed, and at
the Ed energy the ρ(π−) value varied.

The calculated ratios of density of the levels with negative parity to the total level density are
shown in Fig. 3. The averages of these ratios are 0.61(22), 0.25(28) and 0.16(16) for even-even,
even-odd and odd-odd nuclei, respectively (and for odd-even 177Lu it is 0.65(1)). Hence, the behavior
of the gamma-decay process is different for nuclei of various nucleon parities.
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5 Conclusion

In this work we presented new variant of model for gamma decay of neutron resonance, taking into
account shell inhomogeneities of the single-particle level spectra. We used this model for fitting the
experimental intensity of two-step gamma cascades and to obtain information about parameters of
nuclear structure.

The data on Cooper pair break-up energies, obtained with a high accuracy, are sufficient to con-
clude that the dynamics of interaction between superfluid and normal phases of a nucleus depends on
its’ shape. Our model allows for a separate determination of the density of vibrational levels between
the breaking thresholds of the Cooper pairs.

Unfortunately, an existence of the sources of uncertainties of the sought ρ and Γ functions is a
fundamental problem, and it is inevitable for any nuclear model used for experimental data analysis
and for predictions of the spectra and cross sections. There are also fluctuations of the intensities of
gamma-transitions in different nuclei, which has a contribution to the systematical error. Nevertheless,
the practical model showed one possibility to describe the data of the two-step experiments with the
accuracy that exceeds the statistical one.

For future development of reliable model of cascade gamma decay new experimental data are
necessary. Because of that, 108Ag, 110Ag, 104Rh and 56Mn nuclei will be investigated by two step
gamma cascade method.
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The possibility of utilizing a shallow underground laboratory for the study of energy dependent solar modulation
process is investigated. The laboratory is equipped with muon detectors at ground level and underground
(25mwe), and with an underground asymmetric muon telescope to have a single site detection system sensitive
to different median energies of primary cosmic-ray particles. The detector response functions to galactic cosmic
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and soil, based on CORSIKA and GEANT4 simulation packages. The present setup is suitable for studies of energy
dependence of Forbush decreases and other transient or quasi-periodic cosmic-ray variations.
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1. Introduction

Galactic cosmic rays (GCR) arriving at Earth after propagating
through the heliosphere interact with nuclei in the atmosphere. These
interactions of primary CRs lead to production of a cascade (shower)
of secondary particles: hadrons, electrons, photons, muons, neutrinos.
Ground based CR detectors are designed to detect some species of
secondary cosmic radiation. Widely in use are neutron monitors [1,2],
muon telescopes [3,4], various types of air shower arrays [5], 𝛾-ray air
Cherenkov detectors [6], air fluorescence detectors [7] etc.

The flux and energy spectra of GCR are modulated by the solar
magnetic field, convected by the solar wind. Particularly affected are
GCR at the low energy side of the spectrum (up to ∼100 GeV). Therefore,
secondary CRs generated in the atmosphere can be used for studying
solar and heliospheric processes. Among the best known effects of the
solar modulation are CR flux variations with 11 year period of the solar
cycle, 22 year magnetic cycle, diurnal variation and Forbush decrease.
The so called corotation with the solar magnetic field results in the flux
variation with the 27-day period of solar rotation.

Modulation effects have been studied extensively by neutron mon-
itors (NM) [8,9], sensitive up to several tens of GeV, depending on
their geomagnetic location and atmospheric depth. Muon detectors at
ground level are sensitive to primary particles of higher energies than
NMs. Underground muon detectors correspond to even higher energy
primaries. For this reason muon observations complement NM observa-
tions in studies of long-term CR variations, CR anisotropy and gradients

* Corresponding author.
E-mail address: dragic@ipb.ac.rs (A. Dragić).

or rigidity spectrum of Forbush decreases. However, muon observations
suffer from difficulties to disentangle variations of atmospheric origin.
While the effect of atmospheric pressure is similar to NMs and easy
to account for, the temperature effect is more complicated. The entire
temperature profile of the atmosphere is contributing, with different
net temperature effect on muon flux at different atmospheric layers, as
a result of interplay of positive and negative temperature effects. The
positive temperature effect is a consequence of reduced atmospheric
density with the temperature increase, resulting in less pion interactions
and more decays into muons [10]. The negative temperature effect
comes from the increased altitude of muon production at the periods
of high temperature, with the longer muon path length and the higher
decay probability before reaching the ground level [11]. Both effects
are accounted for by the integral method of Dorman [12]. The negative
temperature effect is dominant for low energy muons (detected at
ground level) and the positive for high energy muons (detected deep
underground). At shallow depth of several tens of meters of water equiv-
alent both temperature effects contribute to the overall temperature
effect. Several detector systems with different sensitivity to primaries at
the same location have the advantage of sharing common atmospheric
and geomagnetic conditions.

Belgrade CR station is equipped with muon detectors at ground
level and at the depth of 25 m.w.e. Underground laboratory is reached
only by muons exceeding energy threshold of 12 GeV. The existing
detectors are recently amended by additional setup in an attempt to fully
exploit laboratory’s possibilities to study solar modulation at different
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median rigidities. In the present paper the detector systems at the
Belgrade CR station are described. Response functions of muon detectors
to galactic cosmic rays are calculated. The detector system represents
useful extension of modulation studies with neutron monitors to higher
energies, as it is demonstrated in the case of a recent Forbush event.

2. Description of Belgrade CR station

The Belgrade cosmic-ray station, situated at the Low Background
Laboratory for Nuclear Physics at Institute of Physics, is located at near-
sea level at the altitude of 78 m a.s.l. Its geographic position is: latitude
44◦51′N and longitude 20◦23′E, with vertical cut-off rigidity 5.3 GV. It
consists of the ground level lab (GLL) and the underground lab (UL)
which has useful area of 45 m2, dug at a depth of 12 m. The soil
overburden consists of loess with an average density 2.0 ± 0.1 g/cm3.
Together with the 30 cm layer of reinforced concrete the laboratory
depth is equivalent to 25 m.w.e. At this depth, practically only the
muonic component of the atmospheric shower is present [13].

2.1. Old setup

The experimental setup [14] consists of two identical sets of detec-
tors and read out electronics, one situated in the GLL and the other in the
UL. Each setup utilizes a plastic scintillation detector with dimensions
100 cm × 100 cm × 5 cm equipped with 4 PMTs optically attached
to beveled corners of a detector. Preamplifier output of two diagonally
opposing PMTs are summed and fed to a digitizer input (CAEN FADC,
type N1728B). FADC operates at 100 MHz frequency with 14 bit
resolution. The events generating enough scintillation light to produce
simultaneous signals in both inputs exceeding the given threshold are
identified as muon events. The simulated total energy deposit spectrum
is presented on the left panel of Fig. 1. After the appropriate threshold
conditions are imposed on the signals from two diagonals, the spectrum
is reduced to the one represented on the right panel of the same figure.
Contribution from different CR components are indicated on both graphs
and experimentally recorded spectrum is plotted as well.

Particle identification is verified by a two-step Monte Carlo simula-
tion. In the first step development of CR showers in the atmosphere
is traced, starting from the primary particles at the top of the at-
mosphere by CORSIKA simulation package. CORSIKA output contains
information on generated particles (muons, electrons, photons, etc.) and
their momenta at given observation level. More details on CORSIKA
simulation will be given in Section 3. This output serves as an input
for the second step in simulation, based on GEANT4. In the later step
energy deposit by CR particles in the plastic scintillator detector are
determined, together with the light collection at PMTs. Contributions
from different CR components to recorded spectrum are also shown in
Fig. 1.

According to the simulation, 87.5% of events in the coincident
spectrum originate from muons. To account for the contribution from
other particles to the experimental spectrum not all the events in the
spectrum are counted when muon time series are constructed. Muon
events are defined by setting the threshold corresponding to muon
fraction of recorded spectrum. Threshold is set in terms of ‘‘constant
fraction’’ of the spectrum maximum, which also reduces count rate
fluctuations due to inevitable shifts of the spectrum during long-term
measurements.

2.2. Upgrade of the detector system

Existing detectors enable monitoring of CR variations at two differ-
ent median energies. An update is contemplated that would provide
more differentiated response. Two ideas are considered. First one was to
extend the sensitivity to higher energies with detection of multi-muon
events underground. An array of horizontally oriented muon detectors
ought to be placed in the UL. Simultaneous triggering of more than

one detector is an indication of a multi-muon event. The idea was
exploited in the EMMA underground array [15], located at the deeper
underground laboratory in Pyhasalmi mine, Finland, with the intention
to reach energies in the so called knee region. For a shallow underground
laboratory, exceeding the energy region of solar modulation would
open the possibility to study CR flux variations originating outside the
heliosphere. Second idea is an asymmetric muon telescope separating
muons with respect to zenith angle. Later idea is much less expensive to
be put into practice.

Both ideas will be explained in detail and response function to GCR
for existing and contemplated detectors calculated in the next section.

3. Calculation of response functions

Nature of variations of primary cosmic radiation can be deduced
from the record of ground based cosmic ray detectors provided relation
between the spectra of primary and secondary particles at surface level
are known with sufficient accuracy. Relation can be expressed in terms
of rigidity or kinetic energy.

Total detector count rate can be expressed as:

𝑁(𝐸𝑡ℎ, ℎ, 𝑡) =
∑

𝑖 ∫

∞

𝐸𝑡ℎ

𝑌𝑖(𝐸, ℎ) ⋅ 𝐽𝑖(𝐸, 𝑡)𝑑𝐸 (1)

where 𝐸 is primary particle energy, 𝑖 is type of primary particle (we
take into account protons and 𝛼 particles), 𝐽𝑖(𝐸, 𝑡) is energy spectrum
of primary particles, ℎ is atmospheric depth and 𝑌𝑖(𝐸, ℎ) is the so
called yield function. 𝐸𝑡ℎ is the threshold energy of primary particles.
It depends on location (geomagnetic latitude and atmospheric altitude)
and detector construction details. At a given location on Earth, only
particles with rigidity above vertical rigidity cut-off contribute to the
count rate. Also, detector construction often prevents detection of low
energy particles. For instance, muon detectors are sometimes covered
with a layer of lead. In present configuration our detectors are lead free.

Historically, yield functions were calculated empirically, often ex-
ploiting the latitude variations of neutron and muonic CR compo-
nent [16–18]. With the advancement of computing power and modern
transport simulation codes it became possible to calculate yield func-
tions from the interaction processes in the atmosphere [19,20]. The yield
function for muons is calculated as:

𝑌𝑖(𝐸, ℎ) = ∫

∞

𝐸𝑡ℎ
∫ 𝑆𝑖(𝜃, 𝜙) ⋅𝛷𝑖,𝜇(𝐸𝑖, ℎ, 𝐸, 𝜃, 𝜙)𝑑𝐸𝑑𝛺 (2)

where 𝑆(𝜃, 𝜙) is the effective detector area and integration is performed
over upper hemisphere. 𝛷𝑖,𝜇(𝐸𝑖, ℎ, 𝐸, 𝜃, 𝜙) is the differential muon flux
per primary particle of the type 𝑖 with the energy 𝐸𝑖.

Total differential response function:

𝑊 (𝐸, ℎ, 𝑡) =
∑

𝑖
𝑌𝑖(𝐸, ℎ) ⋅ 𝐽𝑖(𝐸, 𝑡) (3)

when normalized to the total count rate gives the fraction of count
rate originating from the primary particles with the energy in the
infinitesimal interval around 𝐸. Integration of differential response
function gives the cumulative response function.

The response functions of our CR detectors are calculated using
Monte Carlo simulation of CR transport through the atmosphere with
CORSIKA simulation package. Simulation was performed with protons
and 𝛼-particles as primary particles. They make ∼94% (79% + 14.7%)
of all primaries [21]. Implemented hadron interaction models were
FLUKA for energies below 80 GeV, and QGSJET II-04 for higher
energies. If the old version of QGSJET is used, a small discontinuity
in response function is noticed at the boundary energy between two
models. Geomagnetic field corresponds to the location of Belgrade
𝐵𝑥 = 22.61 μT, 𝐵𝑧 = 42.27 μT. Power law form of differential energy
spectrum of galactic cosmic rays 𝐽𝑝(𝐸) ∼ 𝐸−2.7 is assumed. Energy
range of primary particles is between 1 GeV and 2 ⋅ 107 GeV. Interval
of zenith angles is 0◦ < 𝜃 < 70◦. Low energy thresholds for secondary
particles are: 150 MeV for hadrons and muons and 15 MeV for electrons
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Fig. 1. Left — 𝛥𝐸 spectrum in the plastic scintillator detector, derived from GEANT simulation; right — the same, but for the events exceeding threshold on both diagonals. Contribution
of different CR components to the total energy deposit in the detector: muons-gray line, photons-blue line, electrons-green line and sum of all contributions — red line. The black curve
on the right panel is the experimental spectrum. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. Left: normalized total response function of ground level muon detector to galactic cosmic rays; right: same as left, fitted with Dorman function (red line). (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. Response function for multi-muon events in UL to galactic cosmic rays.

and photons. Selected atmospheric model is AT511 (Central European
atmosphere for May 11 1993). Observational level is at 78m a.s.l.

For calculation of response functions for underground detectors, sim-
ulation of particle propagation through the soil overburden is performed
using the code based on GEANT4 package. For precise calculation of
energy loss, chemical composition of the soil needs to be known. The

composition used in our work is taken from a geochemical study of
neighboring loess sections of Batajnica and Stari Slankamen [22]. Most
abundant constituents are quartz (SiO2) 70%, alumina (Al2O3) 15% and
quicklime (CaO) 10%, while others include Fe2O3, MgO, TiO2, K2O,. . . .
Inaccuracy of our knowledge of the soil chemical composition should
not strongly affect our results since, at relevant energies, dominant
energy loss mechanism for muons is ionization which, according to
Bethe–Bloch formula depends mostly on ⟨𝑍⟩∕⟨𝐴⟩. Soil density profile
is probed during laboratory construction. It varies slowly with depth
and average density is found to be (2.0 ± 0.1) g∕cm3.

In the simulation, the effective area and angular acceptance of
different modes of asymmetric muon telescope (single, coincident and
anticoincident) are taken into account.

According to Dorman [12], response function can be parametrized
as:

𝑊 (𝐸) =

⎧

⎪

⎨

⎪

⎩

0, if 𝐸 < 𝐸𝑡ℎ;
𝑎 ⋅ 𝑘 ⋅ exp(−𝑎𝐸−𝑘)
𝐸(𝑘+1)(1 − 𝑎𝐸−𝑘

𝑡ℎ )
, otherwise; (4)

with the high energy asymptotics: 𝑊 (𝐸) ≈ 𝑎 ⋅ 𝑘 ⋅ 𝐸−(𝑘+1).

3.1. Ground level

Calculated response function for ground level muon detector is
presented on Fig. 2, together with fitted Dorman function (4).
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Fig. 4. Left: Schematic view of the asymmetric muon telescope; PS1 — plastic scintillator detector 1, PS2 — plastic scintillator detector 2. Right: angular distribution of detected muons
in single mode (red), coincident mode (green) and anticoincident mode (blue), normalized to number of counts in each mode. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

Fig. 5. Response function of single mode of ASYMUT in the UL to galactic cosmic rays. On the right panel the energy interval of interest is enlarged and Dorman function fit is plotted
(red line). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Response function of coincident mode of asymmetric muon telescope in the UL to galactic cosmic rays. On the right panel the interesting energy interval is enlarged and Dorman
function fit is plotted (red line). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

3.2. Underground

3.2.1. Multi-muon events
Count rate of multi-muon events underground turned out to be too

low for the above mentioned array detector experiment to be feasible
in our laboratory. To collect enough events for construction of the
response function (Fig. 3), allowed muon separation is 200 m, fairly

exceeding laboratory dimensions. Under these conditions calculated
median energy is 270 GeV.

3.2.2. ASYmmetric MUon Telescope (ASYMUT)
Asymmetric muon telescope is an inexpensive detector, constructed

from components already available in the laboratory. It consists of two
plastic scintillators of unequal dimensions. The lower is identical to the
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Fig. 7. Response function of anticoincident mode of asymmetric muon telescope in the UL to galactic cosmic rays. On the right panel the interesting energy interval is enlarged and
Dorman function fit is plotted (red line). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Cumulative response function to galactic cosmic rays of different muon detectors in the Belgrade CR station: black curve — GLL; red curve — single UL; green curve — CC mode
and blue curve — ANTI CC mode of asymmetric muon telescope. The 0.5 level corresponds to median energy. Cumulative response function with enlarged region around this level is
shown in the right picture. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

one located in the GLL (100 ×100 ×5 cm) and upper one is 50 ×46 ×5 cm.
Detectors are separated vertically by 78 cm, as depicted in Fig. 4, to
have roughly the same count rate in the coincident and anticoincident
mode. Lower detector in single mode operates in the same manner as the
one in the GLL, with wide angular acceptance. The coincident mode is
composed of the events registered in both upper and lower detector. In
the anticoincident mode, muons passing through the upper but not the
lower detector are counted. Therefore, the later mode favors inclined
muon paths. Different angular distribution means different path length
of muons registered in three modes of ASYMUT (right part of Fig. 4) and
also different energy distribution of parental primary particles.

The response functions to GCR of three modes of ASYMUT are shown
on Figs. 5–7 and respective cumulative response functions are shown on
Fig. 8.

Important parameters describing shapes of response functions are
summarized in Table 1. The most often used characteristics of a detector
system is its median energy 𝐸𝑚𝑒𝑑 . Primary particles with the energy be-
low 𝐸𝑚𝑒𝑑 give 50% contribution to detector count rate. The energy inter-
val ((𝐸0.05, 𝐸0.95) is responsible for 90% of registered events. Fitted value
of the parameter 𝑘 from Dorman function (Eq. (4)) is also presented. The
parameters 𝐸0.05 and 𝐸𝑚𝑒𝑑 are determined with 1 GeV accuracy, while
the uncertainty of 𝐸0.95 is much higher due to small number of very high
energy events and is conservatively estimated as 10%.

Table 1
Sensitivity of Belgrade CR detectors (GLL — ground level; UL — underground based ASY-
MUT single mode; CC — ASYMUT coincident mode; ANTI — ASYMUT anticoincident
mode) to GCR primary particles. Primaries with the energy below 𝐸0.05 (and above 𝐸0.95)
contribute with 5% to the count rate of a corresponding detector. 𝐸𝑚𝑒𝑑 is median energy,
𝐸𝑡ℎ threshold energy and 𝑘 is Dorman parameter.

det 𝐸𝑡ℎ (GeV) 𝐸0.05 (GeV) 𝐸𝑚𝑒𝑑 (GeV) 𝐸0.95 (GeV) 𝑘

GLL 5 11 59 915 0.894(1)
UL 12 31 137 1811 0.971(4)
CC 12 27 121 1585 1.015(3)
ANTI 14 35 157 2031 0.992(4)

3.3. Conclusions

Usefulness of our setup for solar modulation studies is tested on the
example of investigation of a Forbush decrease of 8 March 2012. In the
first half of March 2012 several M and X class solar flares erupted from
the active region 1429 on the Sun. The strongest were two X class flares
that bursted on March 7. The first one is the X5.4 class flare (peaked
at 00:24 UT) and the second one is the X1.3 class flare (peaked at
01:14 UT). The two flares were accompanied by two fast CMEs, one
of which was Earth-directed [23]. Several magnetic storms were also
registered on Earth, and a series of Forbush decreases is registered. The
most pronounced one was registered on March 8. Characteristics of this
event as recorded by various neutron monitors and our detectors are
compared.
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Fig. 9. Rigidity spectrum of FD from 12 March 2012. Black points represent the amplitude
of the event as seen by twelve NMs: 1 — Athens, 2 — Mexico City; 3 — Almaty, 4 —
Lomnicky stit; 5 — Moscow; 6 — Kiel; 7 — Yakutsk; 8 — Apatity; 9 — Inuvik; 10 —
McMurdo; 11 — Thul; 12 — South Pole. Blue points are from Belgrade CR station: GLL —
ground level and UL — underground. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

Amplitude of a Forbush decrease is one of its main characteristics.
Dependence of FD amplitude on median rigidity (or energy) is expected
to follow the power law: 𝛥𝑁∕𝑁 ∼ 𝑅−𝛾 [12].

For investigation of rigidity spectrum of mentioned FD data from
12 NMs are combined with the data from our two detectors (GLL and
UL) that were operational at the time of the event. Neutron monitor
data in the period between 1 March 2012 and 1 April 2012 are taken
from the NMDB database (www.nmdb.eu) [24]. The exponent of the
rigidity spectrum of this FD 𝛾 is obtained by the least-square fitting of
the data with the power function (Fig. 9) and found to be 𝛾 = 0.92±0.18.
Presented analysis illustrates applicability of our setup for studies of
consequences of CR solar modulation process in the energy region
exceeding sensitivity of neutron monitors.
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a b s t r a c t

The background spectrum of a germanium detector, shielded from the radiations arriving from the lower
and open for the radiations arriving from the upper hemisphere, is studied by means of absorption
measurements, both in a ground level and in an underground laboratory. The low-energy continuous
portion of this background spectrum that peaks at around 100 keV, which is its most intense component,
is found to be of very similar shape at the two locations. It is established that it is mostly due to the
radiations of the real continuous spectrum, which is quite similar to the instrumental one. The intensity
of this radiation is in our cases estimated to about 8000 photons/(m2s �2π � srad) in the ground level
laboratory, and to about 5000 photons/(m2s �2π � srad) in the underground laboratory, at the depth of
25 m.w.e. Simulations by GEANT4 and CORSIKA demonstrate that this radiation is predominantly of
terrestrial origin, due to environmental gamma radiations scattered off the materials that surround the
detector (the “skyshine radiation”), and to a far less extent to cosmic rays of degraded energy.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

After many comprehensive studies of background spectra of
germanium detectors [1,2], it has become common knowledge
that the main contributors to these spectra are the gamma
radiations of discrete spectrum, that originate from naturally
occurring radioactive isotopes dispersed in the environment and
in the materials that surround the detector, as well as the complex
radiations of mixed composition whose origin can be traced to
cosmic rays. Gamma radiations of discrete energies produce the
line spectrum but are also partially responsible for the continuum,
composed of the Compton distributions of discrete energies that
escape total detection. Due to the intrinsically high peak-to-
Compton ratio, this continuum is in germanium detectors much
lower than in other types of detectors. Vicinity of significant
quantities of new lead may be also contributing to the continuum
due to the presence of 210Pb [3].

Cosmic-ray muons by direct interactions produce the contin-
uous spectrum of energy losses that, for all detector sizes but for
the thinnest ones, peaks at high energies, well beyond the region
where the spectrum is usually of interest. The muon secondaries,
however, contain significant quantity of low-energy radiations

that contribute to the continuum in its portion relevant to
spectroscopy. The soft, electromagnetic component of cosmic rays
by its scattered and degraded radiations also contributes to the
continuous part of the background spectrum, mostly at lower
energies, within the region of interest to practical spectroscopy.
Neutrons, mostly of cosmic-ray origin, contribute the continuous
spectrum of recoils that diverges at lowest energies, though
usually of very low intensity. The only spectral line that is
attributed to cosmic rays is the annihilation line.

All these results in the instrumental background spectrum that
is characteristic of the detector size, shape and the dead layers. The
prominent feature common to all instrumental background spec-
tra, however, is that the greatest part of the spectral intensity lies
in the low-energy continuum that, depending primarily on the
detector size, peaks at around 100 keV. It is an empirical fact that
in the background spectra of unshielded High Purity Germanium
(HPGe) detectors, depending on their size, the total intensity in the
lines makes only some 10–20% of the total intensity in this low-
energy continuum. The cause for the particular shape of the
continuum is usually found in the similarly shaped energy
dependence of detection efficiency curves on germanium detec-
tors. The intensity of the continuum is already by an educated
guess well over the expected intensity of all the Compton
distributions taken together, what suggests that at least some part
of the continuum must be of some other origin, unaccounted for
by conventional considerations. To check this, in this work we
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study by means of absorption measurements the background
radiations that arrive from the upper hemisphere, which may be
suspected responsible for the part of this continuum, with the aim
of determining its intensity and origin. This assumption is justified
by the fact that majority of germanium detectors are vertically
oriented and are by virtue of their construction already of very low
detection efficiency for low-energy radiations arriving from the
lower hemisphere, e.g. Ref. [4].

2. The experiment

The measurements were performed with a vertically oriented
35% efficiency coaxial type radio-pure HPGe detector mounted in
the 1.5 mm thick magnesium housing (of the ORTEC GEM30 type).
It was shielded from the radiations coming from the lower hemi-
sphere by the lower half of a heavy lead castle and completely
open to those arriving from the upper hemisphere. The cylindrical
shield around the detector has the thickness of 12 cm, while that
of the layer of lead bricks on which the Dewar vessel sits is 10 cm
(Fig. 1).

The same setup was used in both the ground level and in the
underground laboratory situated at the depth of 25 m of water
equivalent (m.w.e.). The detector is usually used in coincidence/
anticoincidence with the 1 m2 plastic scintillator, and is dedicated
to the study of the features that cosmic rays contribute to the
background spectra of heavily shielded detectors. The laboratories
where the current measurements are performed are described in
some detail in Ref. [5]. A set of measurements is performed with
lead absorbers of increasing thickness positioned so as to block the
way to the radiations coming from above (Fig. 1). The background
spectra from such measurements are presented in Fig. 2. Absorber
thicknesses range from 0.04 mm (45 mg/cm2) to 4.5 mm
(5 g/cm2), and are marked in the figures. The figures are presented
in two different scales; in the figures on the left to show the
general change of spectra upon absorption, and in the figures on
the right to emphasize the particularly indicative details around
the X-rays of lead.

3. The results and discussion

Visual inspection of the absorption spectra presented in Fig. 2
leads to a number of interesting qualitative conclusions:

1. The spectra taken on the ground level and in the underground
exhibit great similarity, the integral intensity of the continuum
in the underground being about 1.75 times smaller. At the same
time the intensity of cosmic-ray muons in the underground is
about 3.5 times smaller [6].

2. The energy, which carries maximum intensity in the conti-
nuum, increases with absorber thickness, what is typical of
continuous spectra, and is known as the “hardening of the
spectrum”.

3. The discontinuity in the absorption spectra on the energy of Kβ

X-rays of lead (K-absorption edge) reflects the fact that the
instrumental continuous spectrum is mostly due to the radia-
tions of the same continuous spectrum, and not due to
incomplete detection of radiations of higher discrete energies.
If it were due to the distributions of Compton scattered gamma
rays of higher energies that have escaped detection, the
incoming gamma rays would have been absorbed only weakly
by Compton scattering in the absorbers, what would not
produce the discontinuity in the spectrum of radiations that
reach the detector.

4. Initial increase of the intensity of fluorescent X-rays of lead
with absorber thickness again witnesses that the incoming
radiation is absorbed by the photoelectric effect. This suggests
that the real spectrum of this radiation is similar to the
instrumental one, at least up to the energies of about
200 keV, where the photoelectric effect in lead dominates over
the Compton effect.

5. Some apparent differences in absorption character of the
spectra taken on the ground level and in the underground are
to be expected on account of necessarily different composition
of the radiations and their different angular distributions at the
two locations. The detector in the ground level laboratory
virtually has no overhead material, except 1 mm of iron that
constitutes the roof of the container, while in the underground
laboratory it is surrounded by 30 cm of concrete, that consti-
tutes the walls, the floor and the ceiling of the cavern.

These qualitative conclusions are supported by quantitative
analyses of absorption curves at different energies of the con-
tinuum. As an illustration, Fig. 3 presents the absorption curves for
the count in the channel in the continuum that corresponds to the
energy of 89 keV, close to the K-absorption edge in lead. The two
well-defined components of very different absorption properties
are found. On the surface, the much more intense and less
penetrating one by its absorption coefficient corresponds within
the errors to the energy close to 90 keV, while the same compo-
nent in the underground appears of slightly different absorption
properties, due to necessarily different composition of the radia-
tions and their different angular distributions. The much less
intense and much more penetrating component, both on the
surface and in the underground, roughly corresponds to the
energy of about 500 keV. The first component thus represents
the radiation of the same energy at which it appears in the
spectrum, which belongs to the continuum, while the second
one represents the sum of Compton distributions of all radiations
of higher energies that escape full detection. This last component
thus manifests absorption properties of the radiation of an average
energy that in our case appears to be around 500 keV.

Since the low-energy component is practically fully absorbed
by 1 mm of lead, subtracting the spectrum that corresponds to the
absorber of that thickness from the spectrum of the open detectorFig. 1. Detector assembly used in this study.
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would leave predominantly the spectrum of the radiations of the
genuinely continuous spectrum, as seen by a given detector. The
thus obtained approximate shapes of these instrumental spectra of
background radiations arriving at the HPGe detector open towards
the upper hemisphere are presented in Fig. 4.

The integrals of these spectra, corrected for absorption in the
detector housing and the detector dead layers, yield for the fluxes
of these radiations the values of about 8000 photons/
(m2s �2π � srad) on the surface, and about 5000 photons/
(m2s �2π � srad) in the underground. An important property of
these spectra is that the maximum of intensity at around
100 keV, as well as the dip of intensity at energy of about
40 keV, is an essential property of the true spectrum of the
incoming radiations, and is only partly due to the drop of detection
efficiency at these energies. It also seems that the steep increase of

intensity below the dip is an intrinsic property of all these spectra.
We could not reach this region but there is ample evidence in
background spectra taken at other places that this is also their
ubiquitous property [7].

All these conclusions are corroborated by the detailed simula-
tions of the experimental situations that might be held responsible
for these spectra, using the Monte Carlo simulation packages
Geant4 and CORSIKA [8,9]. Two possible contributions to these
spectra were considered. The first is the contribution of environ-
mental natural radioactivity via the scattering of discrete energy
gamma rays off the air, the walls, and the ceiling, that thus
produce the so-called skyshine radiation, which is known to be
of spectral shape similar to that of our Fig. 4 [10]. For this
simulation, the as realistic as possible distribution of radioactiv-
ities in the environment was assumed, in accord with relative

Fig. 2. Experimental low-energy portions of background spectra of the HPGe detector completely shielded from the radiations coming from the lower hemisphere, with a
set of lead absorbers of different thicknesses positioned so as to intercept the radiations arriving at the detector from the upper hemisphere: (a) ground level laboratory, (b)
underground laboratory at 25 m.w.e. All spectra are normalized to the measurement time of 100 ks.

Fig. 3. Absorption curves for the count in the continuum that corresponds to the energy of 89 keV, in the ground-level laboratory (left) and in the underground laboratory at
25 m.w.e. (right). Two distinct components are seen; the first much more intense corresponds rather well to this energy of 89 keV, while the other, much weaker and much
more penetrating, approximately corresponds to an average energy of about 500 keV.
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intensities of spectral lines in the experimental spectra. Config-
uration of the HPGe detector assembly was taken into account in
detail, according to the manufacturer's technical data specifica-
tions. The result of this simulation of very low efficiency is, for the
setup in the underground laboratory, presented in Fig. 5 (equiva-
lent of 4000 h of single CPU time went into the production of this
figure). Similarity of the continuous low-energy parts of the
simulated and experimental spectra (Fig. 2) is obvious, but
absolute intensities are, due to the unknown exact distribution
of activities, difficult to compare.

On the other hand, the cosmic rays represent a source of
background of constant and well-known parameters, and may
consequently be used for absolute comparison of simulated and
experimental background spectra. Fig. 6 presents the result of the
simulation of all the contributions due to cosmic rays to the
background spectrum in the underground (recent work by Solc
et al. [11] does not pay special attention to the low-energy part of
this spectrum). The composition and energy and momentum
distributions of cosmic rays at the observation plane at the surface
of the Earth were simulated by CORSIKA, while the interactions in
the overburden soil and the detector spectrum, were obtained by
Geant4 based simulation. It is seen that the shape of the simulated
spectrum follows that of the experimental spectrum, though not
as closely as the simulated skyshine spectrum. The portion of the

spectrum above the 2614 keV line, which is mostly due to cosmic
rays, now allows for the normalization of the simulated spectrum
to the experimental one. The integration of the thus normalized
experimental and simulated spectra in the region of up to 500 keV
shows that the cosmic rays at the depth of 25 m.w.e. contribute to
the background radiations of the continuous spectrum only about
one part in 250 of the scattered environmental radiations.

Finally, we performed the same procedure for the case of the
detector setup in the ground level laboratory. Fig. 7 presents the
simulated spectrum of cosmic ray contributions normalized to
the high-energy portion of the experimental background spectrum
for the detector situated in the ground level laboratory. Integration
of the spectra shows that at the ground level the cosmic rays
contribute to the low energy continuous background spectrum
about 60 times less than the skyshine radiation.

Earlier studies implicitly offer controversial arguments as to the
nature of this spectrum. For instance, the results of Tsutsumi et al.
[4], which nicely reproduce the experimental background spec-
trum by the inclusion of natural radioactivities only, suggest that
the contributions of skyshine radiation greatly overcome that of
cosmic rays. On the other hand, the study by Semkow et al. [12],
who measured the background spectrum of an unshielded detec-
tor in open space, demonstrates that the same shape of the
continuum is obtained when only the genuine skyshine radiation,

Fig. 4. Instrumental spectra of background radiations of the continuous spectrum
arriving at the HPGe detector open towards the upper hemisphere in a ground-
level laboratory (upper spectrum) and in an underground laboratory at 25 m.w.e.
(lower spectrum). The peaks are residuals due to effects that are unessential here.
Integral count rates in these spectra are 21 cps and 12 cps respectively.

Fig. 5. The simulated “skyshine” radiation spectrum due to environmental radio-
activity in the underground laboratory.

Fig. 6. The simulated contribution of all radiations of cosmic ray origin to the low-
energy part of the background spectrum of the detector setup in the underground
laboratory, normalized to the high-energy portion of the experimental background
spectrum.

Fig. 7. The simulated contribution of all radiations of cosmic ray origin to the low-
energy part of the background spectrum of the detector setup in the ground level
laboratory, normalized to the high-energy portion of the experimental background
spectrum.
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scattered off the open air, is present, as when the detector is
situated in the heavily walled building, what now speaks in favor
of the non-negligible contribution of cosmic rays. In a compara-
tively recent study Mitchell et al. [13] find that the cosmic ray
contribution constitutes about 1/10 of the skyshine contribution.
In their case, however, the results may be prone to systematic
error due to possibly high activity of the NaI spectrometer itself.
On the basis of our findings we side with the results that support
the view that skyshine radiation greatly dominates over the
cosmic ray contributions.

4. Conclusion

We have established that the low-energy continuous part
of background spectra of germanium detectors open to the upper
hemisphere, that peaks around 100 keV, is in greatest part
absorbed by 1 mm of lead and that can in a good approximation
be considered as being due to the radiations of the similar true
continuous spectrum arriving at the detector from the upper
hemisphere. This holds true both in a ground level and in the
underground laboratory at 25 m.w.e. The origin of this radiation is
in the particular situations that we studied found to be predomi-
nantly of terrestrial origin. Relative contributions of the radiations
of terrestrial and cosmic-ray origin to this spectrum would,
however, greatly differ from place to place and from an environ-
ment to the other, depending on the quantity and distribution of

natural radioactivity in the surroundings of the detector, as well as
on the geographic latitude and altitude, which determine the
cosmic-ray contribution. It would in this respect be instructive to
study the radiations of this continuous spectrum in largely
different environments and at different spaces underground.
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Variations of gamma-ray background in the Belgrade shallow
underground low-level laboratory
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H I G H L I G H T S

� Time variability of Ge detector background was measured in two laboratories.
� Variations of cosmic ray intensity and radon concentration were tested.
� Advantage of an underground laboratory compared to a ground level one was proved.
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a b s t r a c t

During the last three years we investigated the variations of background simultaneously in two
laboratories, the ground level (GLL) and the underground laboratory. The Forbush-like effect from March
2010 was observed in the GLL using a Ge detector and plastic veto scintillator. The underground plastic
scintillator saw the same effect but the coincident veto spectrum did not detect the decrease of cosmic-
ray intensity. Using a time series analysis of prominent post-radon lines, a significant radon daily
variability was detected in the Ge detector background spectrum, but only in the GLL.

& 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Any long and even short-term gamma-ray background mea-
surement is subject to certain temporal variations due to time
variability of two prominent contributors to background—cosmic-
ray intensity and radon concentration. The duration of background
measurements may be anything from one day to several months,
depending on the wanted final statistical accuracy of the envi-
saged measurements. These measurements, however, yield only
average values of the background, what in principle may lead to
systematic errors in later measurements, especially of NORM
samples.

Radon concentrations are known to vary considerably, depend-
ing on many parameters that determine this concentration in
every particular case. This includes the deposition of radon
progenies on the walls of lead castles and detectors themselves,
what makes even the traditional radon suppression method by
flushing the interior of the sample chamber with nitrogen poten-
tially ineffective.

On the other side, effective protection of Ge detectors from cosmic-
rays is provided by active veto shielding using convenient large area
detectors, although all significant periodic and aperiodic variations of
cosmic ray intensity can usually be neglected since contributions to
background, apart from the annihilation line, lie in the continuum.

2. Description of the laboratories and equipment

The Belgrade underground low-level laboratory (UL), located at a
depth of 25 m. w. e (meter water equivalent) is equipped with
ventilation system which provides low radon concentration of 13
(5) Bq/m3, the mean value being obtained from more than two
years long-term measurement. The UL is presented in more detail
by Antanasijević et al. (1999), and the especially designed ventila-
tion system for radon reduction in the laboratory has been
described by Udovičić et al. (2009). This system consists of two
“radon shields”—the passive and the active one. The passive shield
consists of 1 mm thick aluminum foil which completely covers all
the wall surfaces inside the laboratory, including floor and ceiling. It
is hermetically sealed with a silicon sealant to prevent diffusion of
radon from surrounding soil and concrete walls of the laboratory. As
the active radon shield the laboratory is continuously ventilated
with fresh air, filtered through one rough filter for dust elimination
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followed by active charcoal filters (cross-section of 60 cm�60 cm,
weight of 40 kg) for radon adsorption.

The UL has an area of 45 m2 and volume of 135 m3 what
required the rate of air inlet adjusted to 800 m3/h. This huge
amount of fresh air contributes to greater temperature variations
and the long-term mean value of temperature inside the UL is 19
(4)1C. On the other side the rate of air outlet (700 m3/h) was
adjusted to get an overpressure of about 2 hPa over the atmo-
spheric pressure, what prevents radon diffusion through eventual
imperfections in the aluminum layer. The pressure buffer corridor
to the laboratory (18 m2) ensures almost constant value of this
overpressure. Relative humidity is controlled by a dehumidifier
device, what provides that the relative humidity in the under-
ground laboratory does not exceed 60%.

All the measurements presented in this work which were
performed in the underground laboratory were performed in the
ground level laboratory (GLL) as well. The GLL is air-conditioned
and represents a typical ground level laboratory. This laboratory is
situated in two joined standard transportation containers with
iron sheet walls, but furnished with quality thermal insulation.
The GLL has an area of 30 m2 and volume of 75 m3. It is air-
conditioned (average radon concentration of 50(30) Bq/m3).

The low-level background detector system in the UL includes an
intrinsically low-radioactivity level Ge detector (35% relative efficiency,
named Ge1) and a plastic veto scintillator (1m2, named PS1) situated
coaxially above the Ge1 detector. Comparative background study is
performed in the GLL which is equipped with a Ge detector (18% relative
efficiency and not intrinsically low-radioactivity level, named Ge2) and a
small plastic scintillator (0.125m2, named PS2) in veto position.

Radon monitoring inside the laboratories was performed by
radon monitor, model RM1029 manufactured by Sun Nuclear
Corporation, NRSB approval-code 31822. The device consists of
two diffused junction photodiodes as a radon detector, and is
furnished with sensors for temperature, barometric pressure and
relative humidity. The user can set the measurement intervals
from half an hour to 24 h. The device has no online option (direct
access to data) but the data are stored in the internal memory of
the device and transferred to the personal computer after the
measurement interval. The data obtained from the radon monitor
(RM) for the temporal variations of the radon concentrations over
a long period of time enable the study of the short-term periodical
variations simultaneously with Ge detectors (Bossew, 2005).

Two flash analog to digital converters (FADC), made by C.A.E.N
(type N1728B), which sample at 10 ns intervals into 214 channels
were used to analyze spectra from Ge detectors. User-friendly
software was developed to analyze the C.A.E.N data with the
possibility to choose the integration time for further time-series
analysis that correspond to integration time of the radon monitor.

3. Results and discussion

For routine measurements of NORM samples the simplest
arrangement of a Ge detector system is required due to frequent
samples exchanges.

As the emphasis was on realistic conditions of radon and
cosmic-ray influences on the Ge background neither any addi-
tional radon suppression method nor the full (2π coverage) veto
arrangement were applied.

3.1. Cosmic-ray influence on the Ge detector background spectrum

The periodicities in cosmic-ray intensity variations (1-day and
27-days) are known to have small amplitudes. The Ge detectors can
not see these variations neither in the annihilation line nor in the
entire spectrum, mostly due to their small active area. Aperiodic

variations of cosmic-ray intensity have greater amplitudes like a
Forbush effect which typically lasts for several days. During simulta-
neously background measurements using two veto shielded Ge
detectors the most intensive cosmic-ray variation occurred in March
2010. The decrease of cosmic-ray intensity, which lasted about four
days, was very similar to characteristic decrease during a real
Forbush effect, hence this event is appointed as a Forbush-like effect.
Characteristic variation (decrease) of cosmic-ray intensity remains
after cosmic-ray data correction on pressure variation (real Forbush
effect) or vanishes after this correction (Forbush-like effect). A Ge
detector does not recognize the cause of these cosmic-ray variations
but it can detect them. The Forbush-like effect from March 2010 was
registered in both single PS2 and single PS1 detectors inside the GLL
and the UL, respectively. The cosmic-ray intensity decrease was
relatively small, about 4% in the GLL and 2.5% as measured in the
UL. Even small, it seems that a certain variation in number of
coincidences between PS2 and Ge2 was registered, and both spectra
followed each other during four days (Fig. 1). Integration time in the
time series of the coincidence spectrum was chosen to be 6 h to
emphasize the similarity between the two spectra. Strictly speaking
it is only the time variation of the well-defined annihilation line,
mostly caused by cosmic-ray pair-production, that can reflect the
cosmic-ray changes, but its count rate is too low. Similarly, statistics
is poor even for the high-energy continuous part of the Ge spectrum.
The coincidence veto spectrum in Fig. 1 has no energy cuts and
includes all gamma-ray lines what corresponds to the real condition
of background measurement without a priori selected energy inter-
vals. The single cosmic-ray spectrum was not corrected for atmo-
spheric pressure and temperature because this represents the
realistic situation in a typical ground level laboratory, which is
probably without a veto shield.

The big plastic scintillator PS1 inside the UL registered the
same Forbush-like effect, but the coincidence spectrum does not
show any corresponding changes, Fig. 2. At a depth of 25 m.w.e,
the mean energy of cosmic-ray muons is about 5 GeV higher than
that of ground level muons, which is why they feel all solar
modulation effects far less than the cosmic-rays particles on the
ground level.

3.2. Radon influence on the Ge detector background spectrum

The significance of the other time variable background compo-
nent was tested in simultaneous measurements of radon concen-
tration by RM and gamma-ray background by the Ge detector.
Inside the sample chamber (SC) of the Ge detector, in the space
between the lead shield and the detector, radon concentration is
influenced by the radon distribution outside the SC, when the SC is

Fig. 1. Single cosmic-ray spectrum (circles) of PS2 and coincidence veto spectrum
between PS2 and Ge2 (squares) inside the GLL during the Forbush-like effect in
March 2010. The coincidence spectrum includes the error bars (1s-B-spline).
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not hermetically sealed. The Ge detector can see the radon
daughters (214Pb and 214Bi) not only from the air inside SC but
also from surface depositions on the detector and its passive
shield.

Fig. 3 presents how the summed intensity of the four most
prominent radon daughter lines (295.2 keV and 351.9 keV from
214Pb, 609.3 keV and 1120.3 keV from 214Bi) varies with time, as

seen by the small shielded Ge detector (Ge2) inside the air-
conditioned GLL. This follows closely the readings of the radon
monitor positioned inside the SC (air volume of 1 dm3). Here, we
used the summed intensity of post-radon lines since the detector
is small, but for high-efficiency detectors every single line should
manifest the same behavior.

The radon monitor recorded radon and atmospheric para-
meters readings every 2 h and the integration in the time series
of post-radon lines was chosen accordingly. This is sufficient to
show clearly the one-day radon periodicity (Fig. 3).

Inside the UL, the radon concentration is kept at the low value
under stable atmospheric parameters. The variability of radon
concentration in the fresh air on the ground level is maximally
suppressed in the UL by the ventilation system. The value of the
summed post-radon lines inside the UL is almost constant as well
as is the radon concentration.

The issue of stability of the gamma-ray background requires
special attention when low-level 226Ra measurements are per-
formed by Ge detectors due to radon variability in ground level
laboratories and sampling chambers of Ge detectors. Even a small
Ge detector can see significant changes of background, if the mean
radon concentration in ambient air is of the order or above 10 Bq/
m3 and some kind of radon suppression method inside a sample
chamber must be applied (Neumaier et al., 2009).
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Fig. 3. Variability of radon concentration measured by RM inside the sampling
chamber of the Ge2 detector (circles) and the sum of four post-radon lines
(squares) measured by Ge2 inside the GLL.
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The results of analysis using correlative and multivariate methods, as developed for data analysis in high-energy physics and
implemented in the Toolkit for Multivariate Analysis software package, of the relations of the variation of increased radon con-
centration with climate variables in shallow underground laboratory is presented. Multivariate regression analysis identified a
number of multivariate methods which can give a good evaluation of increased radon concentrations based on climate variables.
The use of the multivariate regression methods will enable the investigation of the relations of specific climate variable with
increased radon concentrations by analysis of regression methods resulting in ‘mapped’ underlying functional behaviour of radon
concentrations depending on a wide spectrum of climate variables.

INTRODUCTION

Radon is considered to be the main source of human
exposure to natural radiation. By the World Health
Organization, the greatest exposure is due to the inhal-
ation of indoor short-lived decay products of radon(1).
They contribute for about 55 % to the annual effective
dose received by the general population. Indoor radon
concentrations vary significantly due to a large number
of factors. The focus of this work is only on climate
parameters by investigating the possible correlation of
short-term variations of climate parameters and radon
concentrations.

Low Background Laboratory in the Institute of
Physics, Belgrade consists of the Ground level labora-
tory and the Underground level (UL) laboratory,
placed 12 m underground. Laboratory is described in
details elsewhere(2). During normal working opera-
tions, the UL laboratory has an operating ventilation
system, which serves two purposes: first one is to ex-
change air in the laboratory with the outdoor one and
the second purpose is to create over-pressurised air in
the laboratory in order to help stopping the radon in-
cursion into the laboratory. The ventilation system is
constantly switched on, but in some special cases, for
a short period of time, like in the case of the study pre-
sented in this work, the ventilation system was
switched off. In the case of non-over-pressurised and
no air exchange conditions in the UL, there is an in-
crease of the radon concentrations. This is a very good
condition to look into relations of climate variables
and increased radon concentrations.

The goal in this study is a use of the multivariate
analysis approach in finding the relations of climate
variables and increased radon concentrations in the
UL. The first tests of correlative and multivariate

analysis of variations of indoor radon concentrations
with climate variables were published elsewhere(3).

When the ventilation system in the UL is switched
off, radon concentrations increase rapidly, indicated
by starting activities from ,20 Bq m23. After a few
days, the rapid increase of radon concentrations
becomes steady, with values of radon activities reach-
ing as much as 900 Bq m23, and also, the variability
of radon concentrations is much more pronounced.
Additional interesting property of the conditions in
the UL, while taking into account radon activity
measurements, is that during the measurement time,
the laboratory is practically not accessed, so air
exchanges cannot explain the changes of radon con-
centrations. This fact alone will improve the chances
of finding the stronger correlation of climate variables
with radon concentrations. Radon tends to concen-
trate in enclosed spaces such as underground mines or
houses. Soil gas infiltration is recognised as the most
important source of residential radon(1). Conditions
in the UL with the ventilation system switched off are
a close match for such enclosed spaces.

The search for an appropriate analysis method
resulted in the selection of multivariate methods. Many
multivariate methods and algorithms for classification
and regression are already integrated into the analysis
framework ROOT(4), more specifically, into the Toolkit
for Multivariate Analysis (TMVA)(5).

In the present analysis 12 variables based on outdoor
climate variables were used. The outdoor climate vari-
ables are temperature, pressure and humidity, the tem-
peratures of ground at two depths of 20 and 50 cm and
wind speed. The additional variables are atmospheric
pressure, air temperature and humidity measured with
a radonometer measuring system and the differences of
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these values with outdoor measured ones. The analysis
starts with comparing the multivariate methods in
order to find out which one is best suited for classifica-
tion (division) of radon concentrations into what would
be considered acceptable and what would be considered
increased concentration in UL.

EXPERIMENTAL DATA

For measurement of radon concentrations, air tem-
perature, atmospheric pressure and humidity in the UL
the SN1029 radon monitor (manufactured by the Sun
Nuclear Corporation, NRSB approval-code 31822) is
used. This device consists of two diffused junction
photodiodes as a radon detector. The radon monitor
was used for measuring radon concentration, air tem-
perature, atmospheric pressure and humidity at 2-h
intervals during the September and October of 2013.

RESULTS

The results of MVA classification and regression
methods are commented.

The start of MVA method-based analysis is done
by using the events consisting of one set of all climate
variables and the corresponding measured radon ac-
tivity. For classification methods, all events are split
into signal events—a set of events where the measured
radon activity is greater than some predefined value
(200 Bq m23) and background ones, the set of events
with values less than the predefined value. After the
process of training of MVA methods, comparison of
their performance in properly splitting the whole set
of events into signal and background events is per-
formed. The graph presenting the ‘receiver operating
characteristic’ (ROC) for each multivariate method
(Figure 1) may be considered as the most indicative in
comparing the different methods used for classifica-
tion of radon concentrations using climate variables.
On this graph one can read the dependence of back-
ground rejection on signal efficiency. The best method
is the one that holds the maximum value of background

rejection for highest signal efficiency, i.e. the best
method has an ROC curve closest to the upper right
corner on the graph presented in Figure 1.

From Figure 1 it can be seen that the selected
12 MVA methods can very efficiently classify all events
into signal and background ones. For all MVA classi-
fiers, the signal efficiency is .85 % for practically 100 %
background rejection. The best performing MVA
methods are BDT and MVA methods. The response
function of the best classifier is shown in Figure 2.
From this figure it can be seen that the signal and
background events are separated very good.

Classifiers can be very useful, especially from a radi-
ation protection aspect in connection with radon mea-
surements. In radon measurements one can use either
long-term measurements or expensive short-term ones.
This way, by training the classifiers, it will be achiev-
able to predict short-term variations, which are consid-
ered as increased radon activity (.200 Bq m23),
which will otherwise be blended (invisible) in long-
term measurements.

Regression

The next step was to try to get more information from
MVA methods by trying to ‘map’ a functional behav-
iour of radon vs. input climate variables. This is done
by using the MVA regression methods. During the
tests, the observation was made that not all MVA
methods give good evaluation of radon concentra-
tions. In Figure 3 the authors present the initial and
corrected values of evaluation of radon concentration
for one of the MVA methods.

The distribution of measured radon activities and
MVA regression evaluations is shown in Figure 4.
From this plot, it is clear that the distribution of MVA
evaluations are in good agreement with the experi-
mental values. This also means that it is now possible
to calculate the errors of MVA evaluation which is
presented in Figure 5. One can see that for the high
values of radon concentrations, such as in the UL, the

Figure 1. ROC for all multivariate methods used for
classification of radon concentration using climate variables.

Figure 2. TMVA response for classifier for best performing
MVA classifier, a method based on boosted decision trees.
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evaluation is better. The error of evaluation is esti-
mated to be �6 %.

CONCLUSION

The results of analysis of relation of increased radon
concentrations in UL and climate variables using multi-
variate classification and regression methods, as devel-
oped for data analysis in high-energy physics and
implemented in the TMVA software package are pre-
sented. These methods enabled the investigation of the
relations of a wide spectrum of climate variables with
increased radon concentrations in the UL. Multivariate

regression analysis gives a possible choice of several
good multivariate methods which can be used for
evaluation of increased radon concentration in the UL,
with input events based on climate variables. The
analysis performed showed that there is a significant re-
lation of climate variables and increased radon concen-
trations in the UL. As a result of the analysis presented
in this work, there is now MVA regression ‘mapped’
underlying functional behaviour of radon concentra-
tions depending on a wide spectrum of climate vari-
ables. Having ‘mapped’ the functional behaviour of
radon concentrations enables analysis with the possibil-
ity of exclusion of the inter-correlations of climate vari-
ables, which presents one with a new advantage in the
analysis of radon concentration relations with climate
variables.
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Radon time-series analysis, based on the short-term indoor radon measurements performed worldwide, shows two main periodicity:
daily and seasonal. The information obtained from time series of the measured radon values is the results of the complex radon dynamics
that arises from the influence of the large number of different parameters (the state of the indoor atmosphere (temperature, pressure and
relative humidity, aerosol concentration), the exchange rate between indoor and outdoor air and so on). In this paper we considered daily
radon variability in the underground low-background laboratory in Belgrade, Serbia. The results are originated from the radon time-
series analysis based on the 3 y of the continuous short-term indoor radon measurements. At the same time, we obtained the time series
of the temperature, pressure and relative humidity in the laboratory. We also tried to find the correlation between different time series.

INTRODUCTION

The Low-Background Laboratory for Nuclear Physics
at the Institute of Physics in Belgrade is a shallow
underground laboratory. The experiments and routine
measurements in the underground Low-Background
Laboratory for Nuclear Physics require low levels of
radon concentration with minimum temporal varia-
tions(1, 2). Unfortunately, in the underground environ-
ments, radon level is extremely high (up to several kBq
m23) and temporal variations, especially the daily
amplitude, might be very intensive. The radon behav-
iour in such specific environments is the subject of in-
tensive research. This is confirmed by a number of
scientific articles published in last years(3 –7). The
radon time-series analysis, based on the 3 y of the
short-term radon measurements, has shown that there
are two periodicity at 1 d and 1 y. Besides the fact that
the laboratory has the system for radon reduction(8),
there is a significant 1-d period which is the main
subject of this work. The physical origin of the
obtained daily variation in the underground labora-
tory is not straightforward. The daily variability
shows the best correlation with the difference of exter-
nal and internal temperature.

EXPERIMENT

The continuos short-term radon measurements were per-
formed in the underground low-level laboratory in
Belgrade. The device for the performed short-term
radon measurements is SN1029 radon monitor (manu-
factured by the Sun Nuclear Corporation, NRSB ap-
proval-code 31822) with the following characteristics:
the measurement range from 1 Bq m23 to 99.99 kBq
m23, accuracy equal to +25 %, sensitivity of 0.16
counts hour per Bq m23. With these characteristics,

SN1029 radon monitor is defined as a high-sensitivity
passive instrument for the short-term radon measure-
ments and it is an optimal solution for radon monitoring
in the underground laboratory. The measurements
covered period from June 2008 to November 2011. The
device has sensors for temperature, barometric pressure
and relative humidity. The sampling time was set to 2 h.
The data are stored in the internal memory of the device
and then transferred to the personal computer. The data
obtained from the radon monitor for the temporal varia-
tions in the radon concentrations over a long period of
time enable the study of the short-term periodical varia-
tions. The series taken during period of 3 y were spectral-
ly analysed by the Lomb-Scargle periodogram method.
After the 2 y, after start of the measurements, the data
were analysed and the obtained results were published(9).

RESULTS AND DISCUSSION

The descriptive statistics on the raw radon data are
shown in Table 1. The radon data from radon
monitor device SN1029 for the period of 3 y are spec-
trally analysed. The Lomb-Scargle periodogram ana-
lysis method has been used in spectral analysis of
radon time series. With the better statistics compared
with the previous results(9), the obtained periodogram
show two periodicity, on the 1 d and 1 y.

In Figure 1, the obtained radon and the difference
between outdoor and indoor temperature time series
during one calendar year are presented. The results
show similar behaviour of the two quantities. Figure 2
shows the correlation between radon and temperature
differences.

It is relatively a good correlation and presents the
results that may correspond to the previous results(3).
Also, the temperature profile defined two season, cold
(winter) and hot (summer). The winter time covered the
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period from December to June and the summer time is
the period from June to November. According to that
fact, the radon behaviour is presented in Figure 3.

The maximum radon concentration is in the August
and the minimum value is in the March. The daily
radon variability also has the interesting characteristic.

In Figure 4, the daily radon and the difference
between outdoor and indoor temperature variability
during 1 d are presented. Two quantities are shifted in
phase. This means that, when the difference between
the exterior and interior temperature decrease
(between 4 and 13 h), the radon level decreases
(between 6 and 16 h). The daily radon variability is

also analysed due to different periods of the year,
winter and summer.

The daily radon variability during two periods, winter
and summer, is presented in Figure 5. The positions of

Table 1. Descriptive statistics on the raw radon data.

n Mean SD Median

Radon concentration
(Bq m23)

10 090 13.75 9.86 12.4

Figure 1. The radon and difference between outdoor and
indoor temperature time series during one calendar year.

Figure 2. The correlation between radon and temperature
differences.

Figure 3. The radon monthly variability in the one calendar
year.

Figure 4. The daily radon and difference between outdoor
and indoor temperature variability during one day.

Figure 5. The daily radon variability during two periods,
winter and summer.
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the peaks are almost the same, but in the summer, the
daily variability is more intensive compared with the
winter period.

CONCLUSIONS

It has been shown that the radon behaviour in the
underground low-level laboratory in Belgrade has the
similar characteristics as in the other underground en-
vironment (caves, mines, boreholes and so on),
because it has the same source and the places are
completely surrounded with the soil. It is also not
quite understood the influence of the meteorological
parameters on the radon variability. In this work, the
correlation between daily radon variation and the dif-
ference of external and internal temperature in the
UL is pointed out. The further theoretical and experi-
mental research work is necessary to explain physical
mechanisms by which the temperature gradient is cor-
related with radon variations in the underground
environments.
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Abstract—A practical model developed at the Joint Institute for Nuclear Research (JINR, Dubna)
in order to describe the cascade gamma decay of neutron resonances makes it possible to determine
simultaneously, from an approximation of the intensities of two-step cascades, parameters of nuclear level
densities and partial widths with respect to the emission of nuclear-reaction products. The number of the
phenomenological ideas used is minimized in the model version considered in the present study. An analysis
of new results confirms what was obtained earlier for the dependence of dynamics of the interaction of
fermion and boson nuclear states on the nuclear shape. From the ratio of the level densities for excitations
of the vibrational and quasiparticle types, it also follows that this interaction manifests itself in the region
around the neutron binding energy and is probably different in nuclei that have different parities of nucleons.
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INTRODUCTION

At any excitation energy, parameters of the cas-
cade gamma decay of an arbitrary high-lying nuclear
level are determined exclusively by the level density
ρ and the partial widths Γ with respect to electric
and magnetic dipole transitions. The intensity of
cascades that involve purely quadrupole transitions is
negligible at nuclear-excitation energies above sev-
eral MeV units. For either parity, the spins of levels
that are excited by primary transitions lie in the range
of 2 � ΔJ � 4. Investigation of the gamma-decay
process is of interest, first of all, for studying the
dynamics of interaction of fermion and boson states
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Republic of Serbia.

4)Institute of Physics Belgrade, Pregrevica 118, 11080
Zemun, Republic of Serbia.

*E-mail: vuconghnue@gmail.com
**E-mail: suchovoj@nf.jinr.ru

***E-mail: mitsyna@nf.jinr.ru
****E-mail: zeinal@nf.jinr.ru

*****E-mail: nikola.jovancevic@df.uns.ac.rs
******E-mail: david.knezevic@df.uns.ac.rs

*******E-mail: krmar@df.uns.ac.rs
********E-mail: dragic@ipb.ac.rs

of nuclear matter. Reliable information on the subject
is also necessary for more precisely describing the
fission process. According to [1], the distribution of
the energy between excited fission fragments depends
on their level densities. However, the level densities
calculated on the basis of existing models [2] deviate
strongly from the most recent experimental data [3].
The reason behind this discrepancy may only be that
experiments that detect the cascade of reaction prod-
ucts provide more information than any procedure for
obtaining spectra of single gamma rays or nucleon
products without employing a coincidence mode.

Since one-step gamma-ray spectra and reaction
cross sections depend on the product ρ×Γ, it is abso-
lutely impossible to determine simultaneously reliable
values of ρ and Γ from such data. This was done
only in experiments that study cascades involving two
sequential gamma transitions whose intensities carry
information both about the nuclear excitation energy
and about the energy of the emitted photon (nucleon).
Only such experiments may reduce the total error in
the values determined for ρ and Γ to a few tens of
percent.

Since all individual levels and probabilities for
transitions between them cannot be determined with
the aid of modern spectrometric detectors, informa-
tion about nuclear superfluidity is extractable from
indirect experiments exclusively. In that case, both
the level density ρ and the partial widths Γ are
unknown functions in any nucleus.
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1. POTENTIAL OF THE PRESENT-DAY
EXPERIMENT AND OF ITS MODEL

SIMULATION

At a fixed primary-transition energy E1, the in-
tensities Iγγ(E1) of two-step cascades connecting a
neutron resonance (or some other compound state)
λ and some group f of low-lying nuclear levels and
proceeding through arbitrary intermediate levels i are
described by the set of equations

Iγγ(E1) =
∑

λ,f

∑

i

Γλi

Γλ

Γif

Γi
(1)

=
∑

λ,f

Γλi

〈Γλi〉mλi
nλi

Γif

〈Γif 〉mif
,

where mλi is the number of levels excited by primary
transitions in the ranges between the energy of the
initial level λ and the energy of an intermediate level
i, mif is the number of levels excited by secondary
gamma transitions in the ranges between the energy
of an intermediate level i and the energy of the final
level f , and nλi is the number of intermediate levels
of cascades in narrow ranges of primary-transition
energies. From the set of Eqs. (1), which relates the
unknown number of levels, n (orm), to unknown par-
tial widths, Γ, one determines the set of parameters
p and q of the model functions ρ = f(p1, p2, . . .) and
Γ = ϕ(q1, q2, . . .) with an error originating from the
inconsistency of the existing theoretical ideas with
experimental results. The analysis performed ear-
lier in [4] revealed that one can even include in the
model the possible relation between the values of the
level density and strength functions in some narrow
excitation-energy interval. Thus, we see that, at any
densities of the levels λ and i, one can determine
parameters of the sought functions ρ and Γ from the
spectra of two-step cascades.

The analysis in [3] of experimental data on cascade
intensities over the mass-number range of 28 � A �
200 showed that experimental level densities could
not be reproduced to an experimental precision on the
basis of models that ignore the existence of bosonic
branches of nuclear-matter states (on the basis of
those where the inclusion of this branch was insuf-
ficiently correct).

The procedure developed by our group does not
require invoking hypotheses not tested experimentally
(such as the Porter–Thomas hypothesis [5] on the
distribution of widths with respect to the emission of
nuclear-reaction products, the Axel–Brink hypoth-
esis [6, 7] that radiative-width values are indepen-
dent of the energy of an excited level, or the Bohr–
Mottelson hypothesis [8] on the correctness of em-
ploying the optical model of the nucleus to determine
the probability for the emission of nucleon reaction

products). The Dubna model of the cascade gamma
decay of compound nuclear states whose excitation
energies lie in the range of Eex ≈ 5–10 MeV is based
on a model of the density of n-quasiparticle levels,
the balance of the changes in the entropy and energy
of quasiparticle levels [2, 9, 10], and tested ideas
about the shape of the energy dependence of radiative
strength functions.

The systematic error of any experimental proce-
dure for obtaining the functions ρ and Γ is always
determined by large coefficients of the transfer of the
errors in the measured spectrum, δS, or in the reac-
tion cross section, δσ, to the errors δρ and δΓ in the
parameters being determined. The error in question
may grow sizably upon the increase in the energy of
the level that decays in the reaction under study. This
error and the direction in which the model concepts
of ρ = f(p1, p2, . . .) and Γ = ϕ(q1, q2, . . .) should be
corrected can only be estimated by comparing various
versions of the description of the level densities and
radiative strength functions. For example, a com-
parison of several versions of our practical model [3,
11, 12] made it possible to reveal that the rate of
the change in the vibrational level density specified
phenomenologically in [11, 12] is determined partly or
fully by the pairing energyΔ0 of the last nucleon in the
nucleus being considered. In all of the implemented
versions of the practical model, the accuracy of the
approximation of intensities remains unimpaired as
one gradually reduces the number of fitted parame-
ters; therefore, we do not present here the ultimate
approximations of the spectra Iγγ .

In contrast to what was done in [3], the proposed
model version employs, instead of two parameters
(the rate of the change in the nuclear entropy and
the rate of the change in the energy of quasiparticle
states) in the phenomenological expression for the
coefficient of the collective level-density enhance-
ment, Сcoll [3, 10], only one fitted parameter, Eu; that
is,

Ccoll = Al exp(
√

(Eex − Ul)/Eu (2)

− (Eex − Ul)/Eu) + β,

where Al are the parameters of the vibrational level
density above the point of break of each lth Cooper
pair and Ul are the energy thresholds for the break
of Cooper pairs. For deformed nuclei, the parameter
β � 1 may differ from unity.

The effect of shell inhomogeneities in the single-
particle spectrum [2, 10] was taken into account
in terms of the excitation-energy-dependent level-
density parameter a,

a(A,Eex) = ã(1 + ((1 − exp(γEex))δE/Eex)), (3)
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or in terms of the parameter g = 6a/π2 for n-
quasiparticle states in the vicinity of the Fermi
surface [9]. The asymptotic value of ã = 0.114A +

0.162A2/3 and the value of γ = 0.054 were taken
from [2, 10]. The shell correction δE calculated [2]
on the basis of mass-defect data within the liquid-
drop model of the nucleus was slightly modified for
the mean spacing between resonances, Dλ, to remain
unchanged [3].

2. ENERGY DEPENDENCE OF STRENGTH
FUNCTIONS

In the model of cascade gamma decay, the shape
of the energy dependence of partial radiative widths
should be specified to a high degree of precision for
any excited levels and energies of emitted gamma
rays.

On the basis of existing models, the strength func-
tion for a nucleus of mass number A is defined as k =
Γ/(A2/3E3

γDλ), where Eγ is the gamma-transition
energy. The absolute value of the sum of radiative
widths for primary E1 and M1 cascade transitions
(total radiative width) can usually be determined from
measured reaction cross sections. The most prob-
able form of this sum can be obtained from purely
phenomenological considerations or from an extrap-
olation of some theoretical models to the excitation-
energy range of Ed < Eex < Bn {here, Ed is the point
of transition in Eq. (1) from known levels [13] to the
level-density concept, whileBn is the neutron binding
energy in the nucleus}.

It was found experimentally that a precise repro-
duction of cascade intensities leads to supplementing
the energy dependence of the function k(E1, Eγ) +
k(M1, Eγ) with several peaks that have various ar-
eas, positions of the center, and shape asymmetries.
But the main term in this energy dependence can
be represented by a smooth distribution of strength
functions from models of the type in [14] but with
allowance for additional parameters whose variation
generates a set of functions describing E1 and M1
transitions and taking values over a broad region
(see [11, 12]). The shape of the extra peaks can be
revealed and specified only empirically. For example,
a description of each such peak in terms of two ex-
ponentials (as in an earlier version of our model [3,
11, 12]) is convenient in solving the set of nonlinear
equations in (1), even though these exponentials are
not used in the model formalism based on theoretical
concepts [2].

In order to describe the shape of the peaks in
the E1 and M1 strength functions, Breit–Wigner or
Lorentzian functions are used. An asymmetric Breit–
Wigner function was applied in theoretically analyz-
ing the regularities of fragmentation of quasiparticle

states for their various positions with respect to the
Fermi surface [15]. In employing this function, we
were unfortunately unable to choose a set of parame-
ters that would be appropriate for approximating the
most probable values of ρ = f(p1, p2, . . .) and Γ =
ϕ(q1, q2, . . .).

The use of an asymmetric Lorentzian curve in de-
scribing local peaks in the strength functions proved
to be more straightforward. For each ith peak its
parameters, such as the position of the center, Ei;
the width, Γi; the amplitude, Wi; and the asymmetry
parameter, αi = CT 2, are similar to their counter-
parts in the model employed in [14]. The expression
αi(Eγ − Ei)/Eγ increases linearly as the excitations
energy Bn −Ei grows from zero at the center of the
respective peak to the maximum value at Bn and
decreases as the nuclear excitation energy becomes
lower. Thus, the peaks of the E1 and M1 strength
functions are represented in the form

k = W
(E2

γ + (αi(Ei − Eγ)/Eγ))Γ
2
i

(E2
γ − E2

i )
2 + E2

γΓ
2
i

. (4)

In approximating Lorentzian functions that describe
the decay of a highly excited level, the convergence
of the respective iterative process sharply becomes
poorer, which creates a serious problem. Upon fitting
all parameters of the functions in Eq. (4), the widths
Γi decrease indefinitely within some segments of the
iterative-process trajectory.

The need for taking into account the effect of a
sharp local change in the level density on strength
functions was revealed at the stage of a model-free
determination of the set of random functions ρ and
Γ [16]. For this purpose, the strength functions to be
determined were multiplied in [4] by the ratio

M = ρmod/ρexp, (5)

where ρexp is the best approximation for the iteration
being considered and ρmod is a smooth model de-
pendence that reproduces both the density of neutron
resonances and the cumulative sum of known levels
for which Eex is lower than Ed. In order to determine
ρmod, we have chosen the back-shifted Fermi gas
model. In the present version of our analysis, we have
employed the constraint 1 � ρmod/ρexp � 10 [11].

3. RESULTS

Difficulties in solving the set of Eqs. (1) arise both
because of a strong nonlinearity of the sought func-
tions ρ and Γ and because of their anticorrelation.
There is a probability for arriving at a spurious mini-
mum of χ2, and this may lead to a sizable systematic
error in the resulting values of ρ and Γ.
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Fig. 1. Excitation-energy dependence of the mean densities of intermediate levels in two-step cascades (points with error bars)
for even–odd nuclei (lowest χ2 fits): (solid lines) data calculated in [17] and (dotted lines) results of the calculations based on
the model proposed in [10].

A comparison of the results obtained within the
present version of our model and within its earlier ver-
sions showed that we reached a fairly high accuracy in
describing the densities of intermediate cascade lev-
els. The discrepancies are the greatest for 137Ba and
182Ta. Most likely, a large error for 137Ba stems from
the preceding approximation version [3]. For 182Ta,
the energy thresholds for the break of the second
and third Cooper pairs are 1.6 and 5.8 MeV within
the present version; in [3], the values of the same

thresholds are 1.6 and 4.0 MeV. It follows that, even in
the worst case of 182Ta, the data obtained for the level
density yield a picture where the uncertainties are due
to the imperfections in the present-day ideas of the
gamma-decay process.

One can reach the highest accuracy and reliability
of the results on the basis of experiments where it
is possible to single out not less than about 99% of
the intensities of primary transitions among the whole
array of gamma-ray cascades of the decay of the
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Fig. 2. As in Fig. 1, but for even–even nuclei.

compound state of any nucleus. Nevertheless, reliable

information about the most probable level density and

about strength functions for dipole gamma transi-

tions can be extracted even from the convolution of
the spectrum of primary products of the decay of the
compound state and the gamma-transition branch-
ing fractions depending on the energy of the interme-
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Fig. 3. As in Fig. 1, but for 74Ge, 177Lu, and odd–odd nuclei.

diate cascade level. This follows from a comparison
of the thresholds determined for the break of three to
four Cooper pairs by employing different versions of
the energy dependence of ρ and Γ. In the most recent

versions of the practical model, these results change
only slightly.

The level densities from the back-shifted Fermi
gas model [17] and those from the model that takes
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Fig. 4. Strength functions for E1 (closed circles) and M1 (open circles) transitions for even–odd nuclei versus the primary-
transition energy. The open triangles stand for the sum of the values calculated on the basis of the model used in [14] and
k(M1) = const in the energy range of 0 < E1 < Bn − Ed.

into account the shell-inhomogeneities in the single-
particle spectrum [10] are given in Figs. 1–3. One
can see that the model from [10] reproduces the
derivative dρ/dEex to a higher degree of precision
than the model from [17]; however, the level densi-
ties calculated on the basis of both models deviate
markedly from the respective experimental results.

The results presented for the E1 and M1 radia-
tive strength functions (Figs. 4–6) and their sums
(Figs. 7–9) do not exhibit drastic distinctions from
those published earlier in [18–20], but there remains
the unresolved problem of unambiguously describing

the shape of the observed peaks in the electric and
magnetic strength functions in those cases where
the use of exponential functions [3] and the modified
Lorentzian function (3) leads to close values of χ2.

It is worth noting that the data in Figs. 4–9 do
not require including any additional pygmy resonance
in the strength functions being considered. In order
to interpret the process in question, it is sufficient to
develop theoretical ideas of the coexistence of vibra-
tional and quasiparticle levels in any nucleus and their
fragmentation as Eex grows.

In many nuclei (see Fig. 7–9), the sum of the
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Fig. 5. As in Fig. 4, but for even–even nuclei.

strength functions for E1 and M1 transitions de-
velops a plateau that agrees with the sum of the
values calculated within the model used in [14]
and k(M1) = const normalized to the experimen-
tal ratios k(M1)/k(E1). The strength functions
for primary transitions whose energy lies in the
range of E1 < 0.5Bn decrease regularly as the en-
ergy becomes lower. A significant decrease in the

sum k(M1) + k(E1) for moderately small gamma-
transition energies is observed for all versions of the
description of radiative strength functions. At the
same time, there are no asymptotic zero values of
the sums of strength functions [14]. We cannot rule
out the possibility of a sizable increase in the E1 or
M1 strength functions in the vicinity of and above Bn

because of the fragmentation of n-quasiparticle nu-
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Fig. 6. As in Fig. 4, but for 74Ge, 177Lu and odd–odd nuclei.

clear states if the threshold for the break of a Cooper
pair lies in the region of the neutron binding energy.
Therefore, the radiative strength functions cannot
be a mere extrapolation of giant resonances. This
contradicts radically the Axel–Brink hypothesis [6,
7], which is used in dealing with gamma spectra.

Figure 10 gives the mass-number dependence of

the energy thresholds for the break of the second
and third Cooper pairs. Since these quantities are
different for nuclei in which the numbers of nucleons
have different parities and depend on the mean pairing
energy, they are shown separately in this figure and
are compared with Bn/Δ0 (in just the same way as
in [3]). One can see that the thresholds for the break of
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transition energy. The solid lines represent the results fitted with allowance for the correction in Eq. (5). The open triangles
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0 < E1 < Bn − Ed.

pairs depend only slightly on the shape of the strength
functions. This means that, in experiments detecting
two-step cascades, the actual correlation of ρ and Γ
is insignificant.

Figure 11 shows the results obtained by approxi-
mating the parameter Eu. Its values almost perfectly
comply with the mean pairing energy Δ0 of the last
nucleon for approximately 30 nuclei. The spread of
the remaining values of Eu may be due to the errors
in the normalization of experimental values of Iγγ
because of the fact that the model used in [11, 12]

disregards the possibility of the break of proton pairs
simultaneously with or instead of the break of neutron
pairs, the inaccuracy of the phenomenological part of
the model, or fluctuations of the experimental values
of Δ0 [21]. In addition, we cannot rule out the possi-
bility of different weights of quasiparticle and phonon
components in the wave function for the resonance
that determines the cross section for thermal-neutron
capture by any stable (long-lived) target nucleus.

In currently used models [2], the total level density
is represented as the sum of the level densities for
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Fig. 8. As in Fig. 7, but for even–even nuclei.

quasiparticle and collective excitations. Figure 12
gives the ratio of the collective (only vibrational in
actual practice) level density to the total level density.
In the region around Bn, this ratio has close values for
nuclei in which the numbers of nucleons have differ-
ent parities, but, at the energy Ed, the ratio in ques-
tion is substantially smaller for even–even nuclei than

for even–odd and odd–odd ones. No version of the
Dubna model gives grounds to assume the presence
of sharp changes in the nuclear structure at the point
Eex = Bn. On the basis of the data in Fig. 12, it would
be legitimate to assume that neutron resonances may
preserve various types of the wave-function structure
(dominated by quasiparticle or phonon components)
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Fig. 9. As in Fig. 7, but for 74Ge, 177Lu, and odd–odd nuclei.

and belong to several different distributions of reduced
neutron and total radiative resonance widths.

The distribution of reduced neutron and total ra-
diative widths of neutron resonances were approxi-
mated in [22]. In the respective analysis, it is assumed
that the experimental set of these widths is repre-
sented as the sum of several (up to four) distributions

whose widths and peak positions are varied. For the
total radiative widths in nuclei featuring not less than
170 resonances, the mean fractions of two distribu-
tions that are the most intense are 44 and 34% of the
summed distribution of total radiative widths (this is
close to a 40% fraction of vibrational levels). Thus,
two experiments that are methodologically indepen-
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bols represent these results for, respectively, even–even,
even–odd, and odd–odd compound nuclei. The open
triangles correspond to the mass-number dependence of
Bn/Δ0.

dent are indicative of the difference in the structure
of the wave functions for neighboring levels over a
broad range of stable target nuclei up to an energy of
or somewhat higher than Bn.

There is some discrepancy between the values
obtained here for the E1 and M1 strength func-
tions (see Fig. 4–9) and the results reported in [3],
which is due most likely to different degrees of the
effect that the shape of the partial widths of the ad-
ditional peaks (4) in the strength functions exert on
χ2 values in the region of small values of the energy
dependences used. The observed variations in the
shape of the sums of E1 and M1 strength functions
(see Fig. 7–9) cannot be interpreted as their unques-
tionable distinction without ruling out the possible
existence of levels of different structure at excitation
energies of about 5 to 10 MeV.
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Fig. 11. Mass-number (A) dependence of the parameter
Eu (2) for (closed circles) even–even, (half-closed cir-
cles) even–odd, and (open circles) odd–odd compound
nuclei. The curve represents the mean pairing energy Δ0

of the last nucleon in a nucleus of mass number A [21].
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The solid, dashed, and dotted lines stand for the mean
values in, respectively, even–even, even–odd, and odd–
odd nuclei.

4. CONCLUSIONS

We have obtained experimental information about
the dynamics of the break of three to four Cooper pairs
of nucleons. The systematic error in determining the

PHYSICS OF ATOMIC NUCLEI Vol. 80 No. 2 2017



250 VU et al.

break thresholds does not exceed a value of about
1 MeV for the bulk of nuclei that are accessible to
study.

The set of data obtained by employing (i) the model
of the density of n-quasiparticle levels from [9] for de-
scribing the sequential break of three to four Cooper
pairs at an energy not higher than 5 to 10 MeV above
the ground state of the nucleus being considered; (ii)
the phenomenological concepts specified by Eq. (2),
which concern the energy dependence of the vibra-
tional level density in the same energy range; and (iii)
combinations of phenomenological and/or theoretical
ideas of the shape of the energy dependences of widths
with respect to gamma-ray emission gives sufficient
grounds to assume that the dynamics of the inter-
action of fermion and boson nuclear-matter states
depends on the shape of the nucleus being studied.
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We pres ent the re sults of a test us age of multivariate meth ods, as de vel oped for data anal y sis in 
high-en ergy phys ics and im ple mented in the toolkit for multivariate analysis soft ware pack -
age, in our anal y sis of the de pend ence of the vari a tion of in door ra don con cen tra tion on cli -
mate vari ables. The method en ables the in ves ti ga tion of the con nec tions of the wide spec trum
of cli mate vari ables with ra don con cen tra tions. We find that multivariate clas si fi ca tion and re -
gres sion meth ods work well, giv ing new in for ma tion and in di ca tions, which may be help ful in 
fur ther re search of the vari a tion of ra don con cen tra tion in in door spaces. The method may
also lead to con sid er able pre dic tion power of the vari a tions of in door ra don con cen tra tions
based on the knowl edge of cli mate vari ables only.

Key words: ra don, multivariate anal y sis, cli mate pa ram e ter

IN TRO DUC TION

Ra don is a unique nat u ral el e ment since it is a
gas, no ble and ra dio ac tive in all of its iso topes. As no -
ble gases, ra don iso topes are mo bile and can travel sig -
nif i cant dis tances within the ground and through the
at mo sphere. Be ing ra dio ac tive, ra don makes for about
55% of the an nual ef fec tive dose re ceived by av er age
non-pro fes sional. In door ra don con cen tra tions vary
sig nif i cantly due to a large num ber of fac tors, which
in clude the lo cal ge ol ogy, soil per me abil ity, build ing
ma te ri als and life style char ac ter is tics, cli mate pa ram e -
ters and the ex change rate be tween in door and out door 
air. Since both the cli mate pa ram e ters and air ex change 
rates may sig nif i cantly vary dur ing a day, it is im por -
tant to in ves ti gate their cor re la tion with short-term
vari a tions of in door ra don con cen tra tions. In the past
some what un usual cli mate pa ram e ters, such as wind
speed and cloud cover, were oc ca sion ally con sid ered,
us ing a multivariate method [1-3]. We start this anal y -
sis with the max i mum of 18 cli mate pa ram e ters and
use and com pare 12 dif fer ent multivariate meth ods.

Vari a tions of ra don con cen tra tion were stud ied
in our lab o ra tory [4] in many de tails since 1999 [5-8].

Sev eral cli mate vari ables, like air tem per a ture, pres -
sure, and hu mid ity were con sid ered [8, 9]. We now
make fur ther ad vance and try to use all pub licly avail -
able cli mate vari ables mon i tored by, in our case,
nearby au to matic me te o ro log i cal sta tion (Au to matic
Me te o ro log i cal Sta tion Bel grade-south, Banjica-Tro-
{arina, 44°45'16"N, 20°29'21"E). We want to find the
ap pro pri ate method out of the wide spec trum of
multivariate anal y sis meth ods that are de vel oped for
the anal y sis of data from high-en ergy phys ics ex per i -
ments to an a lyze our mea sure ments of vari a tions of ra -
don con cen tra tions in in door spaces.

FOR MU LA TION OF THE PROB LEM

The de mand for de tailed anal y ses of large
amount of data in high-en ergy phys ics re sulted in wide 
and in tense de vel op ment and us age of multivariate
meth ods. Many of multivariate meth ods and al go -
rithms for clas si fi ca tion and re gres sion are al ready in -
te grated into the anal y sis frame work ROOT [10],
more spe cif i cally, into the toolkit for multivariate anal -
y sis (TMVA) [11]. We use these multivariate meth ods
to cre ate, test and ap ply all avail able clas si fi ers and re -
gres sion meth ods im ple mented in the TMVA in or der
to find the method that would be the most ap pro pri ate
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and yield max i mum in for ma tion on the de pend ence of
in door ra don con cen tra tions on the mul ti tude of cli -
mate vari ables.

The first step is to cal cu late and rank the cor re la -
tion co ef fi cients be tween all the vari ables in volved,
what will help in set ting up and test ing the frame work
for run ning the var i ous multivariate meth ods con -
tained in the TMVA. Al though these cor re la tion rank -
ings will later be su per seded by method-spe cific vari -
able rank ings, they are use ful at the be gin ning of the
anal y sis.

The next step is to use and com pare the
multivariate meth ods in or der to find out which one is
best suited for clas si fi ca tion (di vi sion) of ra don con -
cen tra tions into what would be con sid ered ac cept able
and what would be con sid ered in creased con cen tra -
tion in in door spaces. Main aim is to find out which
method can, if any, on the ba sis of in put cli mate vari -
ables only, give an out put that would sat is fac to rily
close match the ob served vari a tions of ra don con cen -
tra tions. This would en able the cre ation of the “ra don
alarm” us ing only the multivariate clas si fi ca tion of the
now widely avail able re cords of cli mate vari ables. To -
wards this aim, this work should be con sid ered a pre -
lim i nary one, for the num ber of spe cific cases that
should be stud ied in this way should be much larger, to
com prise the mul ti tude of pos si ble rep re sen ta tive sit u -
a tions that oc cur in real life.

In or der to be able to use the multivariate clas si -
fi ca tion, the set of in put events (val ues for cli mate
vari ables for each mea sure ment) used, have to be split
into those that cor re spond to the sig nal (the ra don con -
cen tra tions that are con sid ered in creased) and to the
back ground (con sist ing of ra don con cen tra tions that
are de clared ac cept able). This split ting of the set of in -
put events is for the pur poses of this pre lim i nary anal y -
sis per formed at the lim it ing value of 40 Bq/m3. This
value is used for most of the anal y ses, and is se lected
be cause this split ting en sures max i mum em ploy ment
of multivariate com par i son meth ods, and this par tic u -
lar value re flects the fact that in our test case the sta tis -
tics on higher ra don con cen tra tion val ues are lower.
For the pur poses of set ting of a sort of a “ra don alarm”,
the value of ra don con cen tra tion that should be used
for split ting of in put events is the value for ra don con -
cen tra tion rec om mended by World health or ga ni za -
tion of 100 Bq/m3.  The method of multivariate re gres -
sion, how ever, does not re quire pre lim i nary split ting
of in put events, and is there fore a more gen eral one. 

EX PER I MEN TAL  DATA

There are many meth ods avail able for mea sure -
ment of ra don con cen tra tions in air. Ac cord ing to the
in te grat ing mea sure ment time, these may be di vided
into the long-term and short-term ones. The first are
mostly per formed with pas sive in te grat ing mea sur ing

de vices based on nu clear track de tec tors, which are
due to their low cost, sim plic ity, and wide avail abil ity
well suited for si mul ta neous col lec tion of data from a
large num ber of mea sure ment points and are thus used
in large ra don map ping pro jects. The sec ond group
com prises the meth ods that are per formed with more
com plex and more ex pen sive pas sive or ac tive (with
pumped air sam pling) de vices. For the short-term
mea sure ments of ra don con cen tra tion in a sin gle-fam -
ily dwell ing house in Bel grade, Ser bia, we use the
SN1029 ra don mon i tor (man u fac tured by the Sun Nu -
clear Cor po ra tion, NRSB ap proval-code 31822). The
de vice con sists of two dif fused junc tion photodiodes
as a ra don de tec tor, and is fur nished with sen sors for
tem per a ture, bar o met ric pres sure and rel a tive hu mid -
ity. The user can set the mea sure ment in ter vals from 30 
minutes to 24 hours. It was set to re cord si mul ta -
neously the ra don con cen tra tion, tem per a ture, at mo -
spheric pres sure and rel a tive hu mid ity.

The se lected house to mea sure the tem po ral vari -
a tions of ra don con cen tra tion is a typ i cal one-fam ily
de tached dwell ing house built with stan dard con struc -
tion ma te ri als such as brick, con crete, and mor tar. The
house is ther mally in su lated with Sty ro foam. Dur ing
the pe riod of mea sure ments (sum mer), the house was
nat u rally ven ti lated and air con di tion ing was used dur -
ing the hot test days. The in door ra don mea sure ments
were per formed in the liv ing room, where fam ily
spends any thing from 16 up to 24 hours dur ing the
work ing days of the week. Ra don mon i tor was mea -
sur ing ra don con cen tra tion, tem per a ture, pres sure,
and hu mid ity at 2 hour in ter vals, start ing from the 3rd

of June till the 3rd of July and from the 18th of July till
the 11th of Au gust 2013.

The val ues of cli mate vari ables, which will be
cor re lated with ra don mon i tor re sults, are ob tained
from a mod ern au to matic me te o ro log i cal sta tion lo -
cated some 400 m (GPS co or di nates) away from the
house where the ra don mon i tor was placed. The wide
set of cli mate vari ables were used, for the mea sure -
ments of which were per formed at 5 min ute in ter vals
dur ing June, July, and Au gust 2013. The fif teen cli -
mate pa ram e ters used are: out door air tem per a ture,
pres sure and hu mid ity, so lar irradiance, wind speed at
the height of 10 m above the ground, pre cip i ta tion,
evap o ra tion, and un der ground tem per a ture and hu -
mid ity at the depths of 10-30 and 50 cm.

The sec ond site used for the tests is our own
ground level lab o ra tory [1], which is air-con di tioned
and only rarely ac cessed, thus hav ing much more sta -
ble in door con di tions than the dwell ing house de -
scribed. The mea sure ments were per formed dur ing
Sep tem ber and Oc to ber 2012. Mea sure ments of cli -
mate pa ram e ters that will be com bined with ra don
mea sure ments in this case come from the dif fer ent,
and some what older au to matic metrological sta tion,
lo cated about 4 km from the lab o ra tory where the ra -
don mon i tor was tak ing data.
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MULTIVARIATE METH ODS

The TMVA pro vides a ROOT-in te grated en vi ron -
ment for the pro cess ing, par al lel eval u a tion and ap pli -
ca tion of multivariate clas si fi ca tion and multivariate re -
gres sion meth ods. All multivariate meth ods in TMVA
be long to the fam ily of “su per vised learn ing” al go -
rithms. They make use of train ing events, for which the
de sired out put is known, to de ter mine the map ping
func tion that ei ther de scribes a de ci sion bound ary (clas -
si fi ca tion) or an ap prox i ma tion of the un der ly ing func -
tional be hav ior de fin ing the tar get value (re gres sion).
All MVA meth ods see the same train ing and test data.
The cor re la tion co ef fi cients of the in put vari ables are
cal cu lated and dis played, and a pre lim i nary rank ing is
de rived (which is later su per seded by method-spe cific
vari able rank ings). For standalone use of the trained
clas si fi ers, TMVA also gen er ates light weight C++ re -
sponse classes that do not de pend on TMVA or ROOT,
nei ther on any other ex ter nal li brary. As will be dem on -
strated, the two most im por tant multivariate meth ods
for our pur poses are the boosted de ci sion trees (BDT)
and the ar ti fi cial neu ral net works (ANN) meth ods.

Boosted decision trees

BDT has been suc cess fully used in high en ergy
phys ics anal y sis for ex am ple by the MiniBooNE ex -
per i ment [12]. In BDT, the se lec tion is done on a ma -
jor ity vote on the re sult of sev eral de ci sion trees. De ci -
sion tree con sists of suc ces sive de ci sion nodes, which
are used to cat e go rize the events in sam ple as ei ther
sig nal or back ground. Each node uses only a sin gle
dis crim i nat ing vari able to de cide if the event is sig -
nal-like “goes right” or back ground-like “goes left”.
This forms a tree like struc ture with “bas kets” at the
end (leave nodes), and an event is clas si fied as ei ther
sig nal or back ground ac cord ing to whether the bas ket
where it ends up has been clas si fied as sig nal or back -
ground dur ing the train ing. Typ i cally, BDT is con -
structed of a for est of such de ci sion trees. The (fi nal)
clas si fi ca tion for an event is based on a ma jor ity vote
of the clas si fi ca tions done by each tree in the for est.
How ever, the ad van tage of the straight for ward in ter -
pre ta tion of the de ci sion tree is lost. In many ac a demic
ex am ples with more com plex cor re la tions or real life
ex am ples, the BDT of ten out per form the other tech -
niques. More de tailed in for ma tion about train ing can
be found in [11]. 

Ar ti fi cial neural networks 

An ar ti fi cial neu ral net work (ANN) [13] is most
gen er ally speak ing any sim u lated col lec tion of in ter -
con nected neu rons, with each neu ron pro duc ing a cer -
tain re sponse at a given set of in put sig nals. By ap ply -

ing an ex ter nal sig nal to some (in put) neu rons the net -
work is put into a de fined state that can be mea sured
from the re sponse of one or sev eral (out put) neu rons. 

ANN in TMVA be long to the class of multilayer
perceptrons (MLP), which are feed-for ward neu ral
net works. The in put layer con tains as many neu rons as 
in put vari ables used in the MVA. The out put layer con -
tains a sin gle neu ron for the sig nal weight. In be tween
the in put and out put lay ers are a vari able num ber of k
hid den lay ers with ar bi trary num bers of neu rons.

All neu ron in puts to a layer are lin ear com bi na -
tions of the neu ron out put of the pre vi ous layer. The
trans fer from in put to out put within a neu ron is per -
formed by means of an “ac ti va tion func tion”. In gen -
eral, the ac ti va tion func tion of a neu ron can be zero
(de ac ti vated), one (lin ear), or non-lin ear. The ANN
used for our pur poses uses a sig moid ac ti va tion func -
tion. The trans fer func tion of the out put layer is usu -
ally lin ear.

RE SULTS

We com ment on the re sults of our anal y ses di -
vided into cases that dif fer by the size of the set of cli -
mate pa ram e ters used, by the in door space stud ied, and 
by the meth ods of anal y sis used.

First, we intercompare the multivariate meth ods
used for clas si fi ca tion of ra don con cen tra tions by us -
ing the full set of cli mate vari ables as de scribed in pre -
vi ous sec tions.

We are us ing the in put events (set of cli mate vari -
ables for each mea sure ment) to train, test and eval u ate
the 12 multivariate meth ods im ple mented in TMVA.
The graph pre sent ing the re ceiver op er at ing char ac ter -
is tic (ROC) for each multivariate method (fig. 1) may
be con sid ered as the most in dic a tive in com par ing the
dif fer ent meth ods used for clas si fi ca tion of ra don con -
cen tra tions us ing cli mate vari ables. On this graph one
can read the de pend ence of back ground re jec tion on
sig nal ef fi ciency. The best method is the one that holds
max i mum value of back ground re jec tion for high est
sig nal ef fi ciency, i. e. the best method has ROC curve
clos est to the up per right cor ner on the graph pre sented 
in fig. 1. It turns out that the method best suited for our
pur pose is the BDT method. This means that BDT
gives most ef fi cient clas si fi ca tion of in put events. This 
is seen in fig. 2, which shows the dis tri bu tion of BDT
clas si fi ca tion method out puts for in put sig nal and
back ground events. The sec ond best method is the im -
ple men ta tion of ANN MLP. 

In fig. 3, one can see the val ues of sig nal and
back ground ef fi ciency and sig nif i cance. Sig nif i cance,
cal cu lated as

N

N N

( )

( ) ( )

signal

signal background+
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can be used as the value for com par i son of var i ous
multivariate meth ods, and also for com par i son of
method efficiencies for dif fer ent sets of in put vari -
ables. The sig nif i cance of the BDT method with full
set of in put cli mate vari ables turns out to be 30.6.
Rank ing of the BDT in put vari ables (tab. 1.) is de rived
by count ing how of ten the vari ables are used to split
de ci sion tree nodes, and by weight ing each split oc cur -
rence by the sep a ra tion it has achieved and by the num -

ber of events in the node. As seen from tab. 1, tem per a -
ture of the soil at the depth of 10 cm ap pears to be by far 
the most im por tant vari able.

Now we com pare the multivariate meth ods for
clas si fi ca tion of ra don con cen tra tion by us ing the min -
i mum set of cli mate vari ables that would give sim i lar
re sults as when us ing the full set. While search ing for
the best multivariate method for ra don clas si fi ca tion
in doors in this sit u a tion, we found that the BDT
method again gives the best re sult, with the sig nif i -
cance of 29.6 as com pared to 30.6, when all the avail -
able cli mate vari ables for train ing and test ing of
multivariate meth ods are used. The cli mate vari ables
cho sen for train ing and test ing in this case were: out -
door air tem per a ture, hu mid ity and pres sure, out door
soil tem per a ture at the depth of 10 cm, dif fer ences of
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Fig ure 1. ROC for all multivariate meth ods used for clas si fi ca tion of ra don con cen tra tion us ing cli mate vari ables

Fig ure 2. Dis tri bu tion of BDT clas si fi ca tion method
out puts for in put sig nal and back ground events

Fig ure 3. Cut ef fi ciency and op ti mal cut value of BDT
clas si fi ca tion MVA method

Ta ble 1. Rank ing of BDT in put vari ables

Vari able Vari able im por tance

Tem per a ture of soil at depth of 10 cm 1.37e-01*

Out side air tem per a ture 7.40e-02

Evap o ra tion 7.16e-02

Out side air pres sure 7.16e-02

P (out side) – P (ra don mon i tor) 6.51e-02

Out side air hu mid ity 6.40e-02

H (out side) – H (ra don mon i tor) 6.12e-02

T (out side) – T (ra don mon i tor) 5.79e-02

Hu mid ity of soil at depth of 10 cm 5.74e-02

So lar irradiance 5.16e-02

Tem per a ture of soil at depth of 20 cm 4.99e-02

Tem per a ture of soil at depth of 50 cm 4.68e-02

Tem per a ture of soil at depth of 30 cm 4.46e-02

Hu mid ity of soil at depth of 20 cm 4.31e-02

Wind speed at height of 10 m 3.87e-02

Hu mid ity of soil at depth of 30 cm 3.41e-02

Hu mid ity of soil at depth of 50 cm 3.13e-02

Pre cip i ta tion 0.00e+00

*1.37e-01 read as 1.37×10–1



out door and in doors tem per a ture, and the in doors hu -
mid ity and pres sure. One im por tant ca veat is in place
here. It con cerns the pos si bil ity that the two sets of in -
stru ments (for in door and out door mea sure ments) are
not iden ti cally cal i brated, what may es pe cially be the
case when two dif fer ent groups or in sti tu tions con duct
the in door and out door mea sure ments. It is es ti mated
that these in stru men tal ef fects do not in flu ence sig nif i -
cantly the re sults of this study. In the case of cal i bra -
tion of MVA clas si fi ca tion method, we need ra don
mon i tor ap pa ra tus in doors and ap pa ra tus for P, H, and
T mea sure ments out doors and an ap pa ra tus for mea -
sure ment of the out door soil tem per a ture with the sen -
sor po si tioned at the soil depth of 10 cm. While aim ing
at set ting a “ra don alarm” in this case, we thus have to
have two ap pa ra tuses for P, H, and T mea sure ments,
in door and out door, and an ap pa ra tus for mea sure ment 
of out door soil tem per a ture with the sen sor po si tioned
at the depth of 10 cm.

Next we com pare the uses of multivariate meth -
ods for clas si fi ca tion of ra don con cen tra tion in doors
when us ing the sim plest pos si ble set of cli mate vari -
ables. The cli mate vari ables used for train ing and test -
ing were: out door air tem per a ture, pres sure and hu -
mid ity, and dif fer ences of out door and in door
tem per a ture, pres sure and hu mid ity. That means that
we need to have two de vices for mea sure ment and re -
cord ing of tem per a ture, pres sure and hu mid ity, both
in doors and out doors at the same time. For cal i bra tion
and test ing of multivariate meth ods, in case of us ing
this set of cli mate vari ables we would need one ra don
mon i tor in doors, and an ap pa ra tus for mea sure ment of
P, H, and T out doors. For the pur pose of seting the ra -
don alarm, we would need to have two ap pa ra tuses for
P, H, and T mea sure ment. The best multivariate
method for ra don clas si fi ca tion in doors in this case is
also BDT method. The re sult ing sig nif i cance is 28.2 as 
com pared to 30.6 what we get when us ing the full set
of avail able cli mate vari ables for train ing and test ing
of multivariate meth ods. This tes ti fies that when we
drop out many cli mate pa ram e ters in this case of anal y -
sis the re sult ing sig nif i cance de creases no ta bly, but
still leav ing MVA clas si fi ca tion work good.

We also com pared the multivariate meth ods for
clas si fi ca tion of ra don con cen tra tion us ing the sim -
plest set of cli mate vari ables in our Ground level lab o -
ra tory, which is, as said, an air-con di tioned and only
sel dom ac cessed space. The cli mate data are pro vided
by the 4 km away and some what older au to matic me te -
o ro log i cal sta tion. The meth ods are still found to work
sat is fac to rily – the re sult ing sig nif i cance of the BDT
method now be ing 27.6 as com pared to 28.2, ob tained
with the sim plest set of vari ables in the case of the ac -
tively in hab ited dwell ing. The cli mate vari ables, re -
quire ments for train ing and test ing are the same as in
the pre vi ous case.

We also tested the sim ple set of only out door
mea sured cli mate vari ables con sist ing of the out door

air tem per a ture, pres sure and hu mid ity, and the out -
door soil tem per a ture at the depth of 10 cm. This
means that the de vices for mea sure ment and re cord ing
of out door tem per a ture, pres sure and hu mid ity as well
as the de vice for mea sure ment and re cord ing of the
out door soil tem per a ture at depth of 10 cm are re -
quired. The re sult ing sig nif i cance is now 27.2 as com -
pared to 30.6 when us ing the full set of avail able cli -
mate vari ables, and 28.19 when us ing the two
ap pa ra tuses for P, H, and T mea sure ments. 

Com par i son of multivariate meth ods for
clas si fi ca tion of ra don con cen tra tion in doors

The dif fer ence be tween this case and the pre vi -
ous one with the full set of cli mate vari ables is that in -
put events are now split at the value of ra don con cen -
tra tion of 100 Bq/m3, which is the rec om mended
lim it ing value be tween the ac cept able and in creased
ra don con cen tra tion by the World Health Or ga ni za tion 
(WHO).  Pre vi ous  method  had  a  cut  on  the value of
40 Bq/m3, which was found to in sure max i mum em -
ploy ment of multivariate clas si fi ca tions. This par tic u -
lar value re flects the fact that the sta tis tics on higher ra -
don con cen tra tions are get ting pro gres sively lower. In
tab. 2, we pres ent the sig nif i cance and the sig nal and
back ground ef fi ciency for sev eral best multivariate
clas si fier meth ods. Again, the BDT (and BDT
decorrelated) multivariate method shows the best per -
for mance in clas si fy ing the events into the cat e go ries
of in creased and ac cept able con cen tra tions.

Fig ure 4 shows the dis tri bu tion of BDT clas si fi -
ca tion method out puts for in put sig nal and back ground 
events. These fig ures again dem on strate that clas si fi -
ca tion meth ods work well i. e., that the sep a ra tion of
sig nal and back ground works very good. Also, the sig -
nif i cance value for BDT is higher for higher cut val ues
for split ting of in put events. In ter est ingly, it ap pears
that other multivariate meth ods also give better re sults
un der these new con di tions.

Re gres sion meth ods

Re gres sion is the ap prox i ma tion of the un der ly -
ing func tional be hav ior de fin ing the tar get value. We
tried to find the best re gres sion method that will give
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Ta ble 2. Sig nif i cance, sig nal, and back ground ef fi ciency
for sev eral best multivariate clas si fier meth ods in the
case of im posed lim it ing value of 100 Bq/m3

Clas si fier S/sqrt(S + B) EffSig EffBkg

BDT 31.1 0.97 0.01

BDTD 30.9 0.98 0.03

MLPBNN 30.6 0.95 0.02

MLP 30.0 0.93 0.04

SVM 29.6 0.93 0.05



out put val ues (pre dicted ra don con cen tra tion) clos est
to the ac tual ra don con cen tra tion that cor re sponds to
spe cific in put cli mate vari ables. The best multivariate
re gres sion method is found to be BDT, and the sec ond
one is MLP, same as in case of multivariate clas si fi ers.
Fig ure 5 pres ents the dis tri bu tion of ra don con cen tra -
tions and out puts from the BDT multivariate method
from re gres sion of ra don con cen tra tion us ing all cli -
mate vari ables.

To best way to es ti mate the qual ity of the method
is to look at the dif fer ences be tween the out put val ues
from BDT multivariate re gres sion method and the val -
ues of mea sured ra don con cen tra tions (fig. 6). The fig -
ure in di cates the sat is fac tory pre dic tive power of
multivariate re gres sion meth ods as ap plied for pre dic -
tion of vari a tions of in door ra don con cen tra tions
based on the full set.

CON CLU SIONS

The first test of multivariate meth ods de vel oped
for data anal y sis in high-en ergy phys ics and im ple -
mented in the TMVA soft ware pack age ap plied to the
anal y sis of the de pend ence of in door ra don con cen tra -

tion vari a tions on cli mate vari ables dem on strated the
po ten tial use ful ness of these meth ods. It ap pears that
the method can be used with suf fi cient re li abil ity for
pre dic tion of the in crease of in door ra don con cen tra -
tions above some pre scribed value on the ba sis of
mon i tored set of cli mate vari ables only. Sur pris ingly,
this set of cli mate vari ables does not have to in clude
too many of those which are now a days widely avail -
able. To con firm these prom is ing pre lim i nary find ings
more case stud ies of sim i lar char ac ter are re quired. 
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Fig ure 5. Dis tri bu tion of ra don con cen tra tions and out puts from BDT multivariate method for re gres sion of ra don
con cen tra tion us ing all cli mate vari ables

Fig ure 6. Dif fer ence of out puts from BDT multivariate
re gres sion method and ra don con cen tra tions, vs. 
ra don con cen tra tion

Fig ure 4. Dis tri bu tion of BDT and ANN MLP clas si fi ca tion method out puts for in put sig nal and back ground events
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PORE\EWE  MULTIVARIJANTNIH  METODA  PRI  KLASIFIKACIJI  I 
REGRESIJI  REZULTATA  MEREWA  RADONA  U  ZATVORENIM  PROSTORIJAMA

Predstavqamo rezultate testirawa kori{}ewa multivarijantnih metoda, razvijenih za
analizu podataka u fizici visokih energija i implementiranih u programskom paketu za
multivarijantnu analizu – u na{em prou~avawu zavisnosti varijacija koncentracije radona u
zatvorenim prostorijama i klimatskih varijabli. Multivarijantni metodi omogu}avaju
ispitivawe povezanosti {irokog spektra klimatskih varijabli i koncentracije radona, i onda
kada me|u wima nema zna~ajnih korelacija. Pokazali smo da multivarijantni metodi za
klasifikaciju i regresiju rade dobro, daju}i kao rezultat nove informacije i indikacije koje bi
mogle biti korisne u daqem izu~avawu varijacija koncentracije radona u zatvorenim
prostorijama. Kori{}ewem ovih metoda, mo}i }e da se do|e do relativno dobre mo}i predvi|awa
koncentracija radona, koriste}i samo podatke klimatskih varijabli.

Kqu~ne re~i: ra don, multivarijantna analiza, klimatski parametar
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Abstract. The investigation of prompt γ -ray emission in nuclear fission has a great relevance for the
assessment of prompt heat generation in a reactor core and for the better understanding of the de-excitation
mechanism of fission fragments. Some years ago experimental data was scarce and available only from a few
fission reactions, 233,235U(nth , f), 239Pu(nth , f), and 252Cf(sf). Initiated by a high priority data request published
by the OECD/NEA a dedicated prompt fission γ -ray measurement program is being conducted at the Joint
Research Centre Geel. In recent years we obtained new and accurate prompt fission γ -ray spectrum (PFGS)
characteristics (average number of photons per fission, average total energy per fission and mean photon
energy) from 252Cf(sf), 235U(nth , f) and 239,241Pu(nth , f) within 2% of uncertainty. In order to understand the
dependence of prompt fission γ -ray emission on the compound nuclear mass and excitation energy, we started
a first measurement campaign on spontaneously fissioning plutonium and curium isotopes. Results on PFGS
characteristics from 240,242Pu(sf) show a dependence on the fragment mass distribution rather than on the
average prompt neutron multiplicity, pointing to a more complex competition between prompt fission γ -ray
and neutron emission.

1. Introduction
Some years ago new interest was shown in the
measurement of prompt fission γ -ray spectra (PFGS).
This was motivated by requests for new precise values
especially for γ -ray multiplicities and average photon
energy release per fission in the thermal-neutron induced
fission on 235U [1] and 239Pu [2]. Improvements of
nuclear data have now become possible due to advances
in scintillator materials, as used e.g. in lanthanide halide
detectors. They offer a superior combination of intrinsic
peak efficiency, energy and timing resolution, as already
demonstrated in a number of recent experiments on
252Cf(sf) [3–5], 235U(nth , f) [4,6] and 241Pu(nth , f) [4,7].

A first parametrization to describe systematic trends
of PFGS characteristics was made by T.E. Valentine
[9], where he introduced a somewhat arbitrary functional
dependence of PFGS characteristics on the compound
nucleus’ mass and atomic numbers as well as its prompt
fission neutron multiplicity to account for the competition
between the two de-excitation channels of prompt γ -ray
and neutron emission. In this early work only 252Cf(sf)
and thermal-neutron induced fission were considered. The
parameters obtained back then need an adjustment due
to recently published experimental results as shown in
Refs. [10,11], and JRC Geel started measurements on

a e-mail: stephan.oberstedt@ec.europa.eu
b The European Commission is gratefully acknowledged for
providing a PhD fellowship to one of the authors (A. Gatera).

spontaneously fissioning actinides other than 252Cf. We
obtained first results on PFGS characteristics from the
spontaneous fission of 240Pu and 242Pu [8].

2. Experiment and data treatment
The prompt fission γ -ray measurements on 240Pu and
242Pu formed part of a series of experiments, which
originally aimed at the precise measurement of their
neutron-induced fission cross-sections, in response to a
high-priority request published through the OECD/NEA
[12,13]. In preparation of these measurements a precise
determination of the spontaneous fission half-life of each
isotope was achieved [14]. For this proceedings we will
summarize briefly the experimental setup and the achieved
results. More details may be found in Ref. [8].

A pre-requisite for such measurements is the avail-
ability of high-quality targets with a high isotopic purity.
The preparation of such targets was achieved at the EC-
JRC Geel [15]. The plutonium targets had an isotopic
purity of 99.89 and 99.96%. Thin targets of 240Pu (92.94
µg) and 242Pu (6716 µg) were placed back-to-back at the
central cathode position inside a cylindrical twin Frisch-
grid ionization chamber. The fission rates were 0.044/s
and 0.54/s for 240Pu and 242Pu, respectively. In coincidence
with the fission fragments γ -rays were measured with one
coaxial LaBr3:Ce scintillation detector of size 76.2 mm ×
76.2 mm (diameter × length).

c© The Authors, published by EDP Sciences. This is an Open Access article distributed under the terms of the Creative Commons Attribution License 4.0
(http://creativecommons.org/licenses/by/4.0/).
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Table 1. Average prompt fission γ -ray spectrum characteristics for the spontaneous fission of 240Pu and of 242Pu from this work compared
with corresponding results from thermal-neutron induced fission on 239,241Pu from Refs. [7,22] and from systematic trends established
in Ref. [9].

(AX)C N �t Mγ εγ Eγ,tot Reference
(ns) (/fission) (MeV) (MeV)

242Pu ±10 6.72 ± 0.07 0.843 ± 0.012 5.66 ± 0.06 this work
242Pu 6.5 ± 0.5 0.93 ± 0.07 6.05 ± 0.03 [9]
242Pu* ±3 8.21 ± 0.09 0.78 ± 0.01 6.41 ± 0.06 [7]
240Pu ±10 8.2 ± 0.4 0.80 ± 0.07 6.6 ± 0.5 this work
240Pu 6.4 ± 0.5 0.95 ± 0.07 6.07 ± 0.03 [9]
240Pu* ±10 7.23 0.94 ± 0.05 6.81 ± 0.3 [22]

The pulse-height of the γ -rays was calibrated with
standard radioactive sources with decay energies between
81 keV and 4.44 MeV, using 133Ba (81 keV–356 keV),
137Cs (662 keV), 60Co (1173 keV, 1333 keV), 232Th
(583 keV and 2614 keV) and AmBe (decay of the first
excited state in 12C; Eγ = 4.44 MeV). The low-energy
threshold during the PFGS measurements was set to
100 keV.

Due to the DAQ the timing resolution was about
7 ns (FWHM). This was still sufficient to discriminate
prompt fission γ -rays from photons created in (n, n’)
reactions of fission neutrons by their time-of-flight relative
to the instant of a fission event. With the γ -ray detector
placed at a distance of 4082 mm relative to the fission
source all neutrons with energies below 6.5 MeV were
discriminated. The corresponding background-corrected
numbers of prompt fission γ -rays measured in coincidence
with a fission fragment were 888 and 8210.

3. PFGS characteristics from 242Pu(sf)
To extract an emission spectrum from the measured one,
the response function of the detector must be determined
and unfolded. The usual procedure is to simulate, by means
of Monte-Carlo simulations, the response of the detector
to mono-energetic γ -rays accounting for the geometrical
efficiency and the experimental set-up. The resulting
spectra are then adjusted to the measured spectrum (for
details see Ref. [3]). Due to the limited number of events
at energies above 3 MeV, an exponential was fitted to the
experimental data above 1.8 MeV. When extracting the
spectral characteristics the uncertainty of the coefficients
of the exponential function were properly taken into
account.

The resulting prompt fission γ -ray spectrum is
depicted in Fig. 1 by the red line. For comparison we show
the emission spectrum obtained previously for the thermal-
neutron induced fission on 241Pu [7]. Both spectra agree
very well with each other. The effect of the extra excitation
energy in neutron-induced fission seems to be reflected in a
surplus of photons at energies below 500 keV. The spectral
characteristics, integrated from 0.1 MeV ≤ Eγ ≤ 7 MeV,
are summarized in Table 1.

4. PFGS characteristics from 240Pu(sf)
In the case of 242Pu(sf) we were able to perform the
standard unfolding of the measured PFGS. This was not
possible in the present study in the case of 240Pu(sf) due
to the poor counting statistics of less than 1000 events).
Instead we followed here a different approach, based upon
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Figure 1. Prompt γ -ray spectrum for 242Pu(sf) in photons per
MeV and per fission (red line); the corresponding spectrum for
241Pu(nth , f) [7] is shown for comparison (black line). The data
are depicted in logarithmic energy scale to emphasize the low-
energy region.

the definition of a so-called transformation function as
detailed in the following.

The method of applying a transformation function is
motivated by the fact that we measured both spectral
data from two samples in essentially the same position
relative to the γ -detector. Therefore, the response should
be identical in both cases reported here. In addition, both
measured spectra have to exhibit a very similar shape as
we may observe in the case of 242Pu(sf) when compared to
that from 241Pu(nth , f). Hence, we define a transformation
function as ratio between the emission spectrum and the
measured spectrum:

E S(Eγ,i ) = T F(Eγ,i ) × M S(Eγ,i )/N f ission . (1)

Here, E S(Eγ,i ) denotes the emission spectrum, M S(Eγ,i )
the measured one and T F(Eγ,i ) a transformation
function. The latter was determined from the experiment
on 242Pu(sf). The energies Eγ,i , for which T F(Eγ,i )
was calculated, correspond to the energies of the
unfolded spectrum, to which the measured spectrum was
interpolated to by using the Aitken-Neville method [18].
The transformation function contains both the statistical
uncertainty from the measured spectrum as well as the
uncertainties of the emission spectrum from the unfolding
of the response function.

Prior to applying this transformation function to the
measured prompt fission γ -ray spectrum from this work,
new values and their uncertainties for matching energies
were interpolated again. Finally, we obtain an emission
spectrum as depicted as full (blue) line in Fig. 2. The
error bars include the statistical uncertainties from the

2
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Figure 2. Prompt γ -ray spectra for 240Pu(sf) and 242Pu(sf) from
this work depicted as full red and blue lines, respectively. The
data are shown in logarithmic energy scale to emphasize the low-
energy region.

measured spectrum and uncertainties in the transformation
function. For comparison the PFGS for 242Pu(sf) is shown
as full (red) line. The spectral characteristics, integrated
from 0.1 MeV ≤ Eγ ≤ 4 MeV, are summarized in Table 1.
In Fig. 2 we show the spectra with a logarithmic energy
scale to provide a better view on the low-energy part
below 1 MeV. The excellent agreement between both
emission spectra is obvious, which implies that also the
measured spectra have the same shape indeed and, hence,
one of the conditions for the meaningful application of a
transformation function is fulfilled.

5. Results and discussion
Since we present here the first prompt fission γ -ray
data from spontaneously fissioning 240Pu and 242Pu, we
compare our results in Table 1 with spectral characteristics
drawn from the above mentioned trend established by
T.E. Valentine [9]. For a detailed decomposition of the
uncertainties we refer to Ref. [8].

In the case of 242Pu(sf) the agreement is very
reasonable, taking into account that the trend is based
on a few experimental data available back then. The
mean energy per photon, εγ , is close to 0.8 MeV.
From our previous measurements we have evidence
that the average energy per photon shows only weak
dependence on the compound system and even on
the incident neutron energy. That the multiplicity is
somewhat higher, is in line with our findings in
252Cf(sf) [3–5], 235U(nth , f) [4,6] and 241Pu(nth , f)
[4,7]. This is understandable when remembering that the
low-energy threshold in our measurements is in most
cases lower than in measurements conducted in the past.
The different average multiplicity, Mγ , observed between
spontaneous and neutron-induced fission of 242Pu scales
well with the average total prompt neutron multiplicity for
both fissioning systems, νs f = 2.134(6) and ν th = 2.946(6)
[19]. The influence of the different widths of the prompt
time window, �t (cf. Table 1), may be neglected, because
�t ≥ 1.43 FW H Mt in both cases.

In case of 240Pu(sf), Mγ appears on first sight pretty
high, definitely when comparing with the predictions
drawn from Valentine’s trend. The differences may be
regarded as significant despite the much larger uncertainty.
However, our value for the average energy per photon,
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Figure 3. Pre-neutron fission-fragment yield distribution from
236,240,242Pu(sf) and 241Pu(nth , f) in the heavy fragment mass
region [20].

εγ = 0.8 MeV, is well in agreement with all our other
results, providing us with confidence in our new PFGS
data for 240Pu(sf) as well as in the underlying data
analysis.

Systematic measurements of pre-neutron mass distrib-
utions from different spontaneously fissioning plutonium
isotopes have revealed significant changes in fission
fragment yield distribution as a function of neutron number
of the compound nucleus [20]. Starting from 236Pu, the
maximum yield of heavy fragments, Ah , is around 142 u
(Fig. 3). This position moves down to Ah≈ 135 u for 242Pu,
i.e. increasing the fraction of less-deformed fragments
being close to the doubly magic isotope 132Sn. One might,
therefore, argue that in case of 240Pu(sf) the dominant
fraction of deformed fragments leads to an enhanced
multiplicity due to higher level densities manifesting in a
higher Mγ .

However, one must not forget that for both sponta-
neously fissioning isotopes νs f is essentially the same
with δνs f (240Pu, 242Pu) < 0.4% [19]. In Ref. [20] we
find that the average total kinetic energy, T K E , is lower
for 240Pu(sf) by almost 2 MeV. This small amount of
more excitation energy, depending on the Q-value of the
reaction, does not seem to lead to an enhanced average
neutron multiplicity, but may account for the excess
observed for Mγ .

6. Conclusion
PFGS characteristics from the spontaneous fission of
240Pu and of 242Pu were measured for the first time
with reasonable statistical accuracy. This was possible
in the case of 240Pu by applying a transformation
function on the measured spectrum in order to deduce
the emission spectrum from a measured spectrum instead
of a proper unfolding procedure by a response function.
The transformation function was obtained from 242Pu(sf)
measured with sufficient statistics under exactly the same
conditions. This procedure seems to work well as long
as reference spectra exist, that have a very similar shape,
which is the case here. Hence, this technique should
be considered as an alternative, if recorded spectra are
obtained from a low number of events (see Ref. [8] and
Refs. therein).

The results presented in this work fit well into the
trend established by Valentine [9] and recently revised

3
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in Refs. [10,11]. They may be regarded as the first step
to enlarge the data base from which new systematic
trends as a function of incident neutron energy are
established.

The significantly enhanced average multiplicity in
case of 240Pu(sf) points to a possible correlation of
prompt γ -ray emission with the distinct shape of the
fission fragment distribution. To fully understand the
underlying physics more data is needed. Exchange with
theoreticians is highly encouraged. In particular PFGS
measurements on 244Pu(sf) and different spontaneously
fissioning curium isotopes are recommended. For the latter
also measurements of pre-neutron fragment distributions
Y(A, TKE) will be indispensable.

A PFGS measurement on the reaction 239Pu(nth , f) to
be compared with 240Pu(sf) in analogy to the presented
242Pu case is subject of an on-going campaign.
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The aim of the paper is to investigate possibility of utilizing a shallow underground laboratory for the study of energy 

dependent solar modulation process and to find an optimum detector configuration sensitive to primaries of widest possible 

energy range for a given site.  The laboratory ought to be equipped with single muon detectors at ground level and underground 
as well as the underground detector array for registration of multi-muon events of different multiplicities. The response 

function of these detectors to primary cosmic-rays is determined from Monte Carlo simulation of muon generation and 

propagation through the atmosphere and soil, based on Corsika and GEANT4 simulation packages. The simulation predictions 
in terms of flux ratio, lateral distribution, response functions and energy dependencies are tested experimentally and feasibility 

of proposed setup in Belgrade underground laboratory is discussed.  . 

 

1. INTRODUCTION 

   Cosmic rays (CR) are energetic particles, arriving at the 

Earth from space after interaction with the heliosphere. 

The interaction of these, primary CRs, with the 

atmosphere leads to production of a cascade (shower) of 

secondary particles: hadrons, electrons and photons, 

muons, neutrinos. CR research has been undertaken at 

almost every location accessible to humans – from the 

outer space to deep underground [1]. 

At the low energy part of the spectrum, lower than 100 

GeV, CRs are affected by the solar magnetic field. 

Modulation effects are energy dependent and have been 

studied extensively by the neutron monitors, sensitive up 

to about 10 GeV. Muon detectors at the ground level are 

sensitive to higher energy primaries [2], and the muons 

detected underground correspond to even higher energies. 

The possibility to further extend the sensitivity to higher 

energies with the detection of multi-muon events 

underground is the intriguing one. The idea was exploited 

with the EMMA underground array [3]. For a shallow 

underground laboratory, exceeding the energy region of 

solar modulation would open the possibility to study CR 

flux variations of galactic origin.  

 

2. BELGRADE CR STATION 

 

   The Belgrade cosmic-ray station is situated at the 

Laboratory for Nuclear Physics at the Institute of Physics. 

Its geographic position is: latitude 44° 51' N and longitude 

20° 23' E, altitude of 78 m a.s.l., with geomagnetic latitude 

39° 32' N and geomagnetic vertical cut-off rigidity 5.3 

GV. It is composed of two sections, the underground lab 

(UL) with useful area of 45 m
2
, dug at the 12-meter 

shallow depth (equivalent to 25 m.w.e) and the ground 

level lab (GLL). At UL depth, practically, only the muonic 

component of the atmospheric shower is present.  

  The cosmic-ray muon measurements in Belgrade CR 

station are performed by means of the plastic scintillation 

detectors, placed both in the GLL and in the UL.  With the 

previous set-ups, monitoring is continuous from 2002. 

Measured cosmic-ray intensity data were thoroughly 

analysed, yielding some results on the variations of the 

cosmic-ray intensity [4,5,6].  

Time series (pressure and temperature corrected) of these 

measurements can be accessed online at   

http://cosmic.ipb.ac.rs/muon_station/index.html.  

  In addition to single muon detectors, a small-scale test 

setup for multi-muon events is installed underground. It 

consists from three scintillators: one large detector (100cm 

x 100cm x 5cm) and two small detectors (50cm x 23cm x 

5cm) which are placed horizontally on their largest sides. 

Their mutual position is adaptable. The data acquisition 

system is based on fast 4-channel flash analog-to-digital 

converters (FADC), made by CAEN (type N1728B), with 

100 MHz sampling frequency. The events are recorded in 

the list mode. For each event from every input channel the 

timing and amplitude are saved, together with auxiliary 

information such as the result of pile-up inspection 

routine. From this list a time series of single or coincident 

events could be constructed. The experimental set-up is 

sketched in Figure 1. 

 

 

Figure 1 : Sketch of the experimental set-up for the 

cosmic-ray measurements: 

1) Large scintillation detector, 2) small scintillation 

detectors, 3) flash analog-to-digital Converter (FADC), 4) 

experiment control and data storage computer 

 

http://cosmic.ipb.ac.rs/muon_station/index.html


 XXV European Cosmic Ray Symposium, Turin, Sept. 4-9 2016 2 

 

 

eConf C16-09-04.3 

 

With simultaneous operation of several detector systems, 

as described, a single facility with the same rigidity cut-off 

would be used for investigation of solar modulation at 

different energies. Further integration with the Neutron 

Monitors data would be beneficial [7, 8, 9]. 

    

3. SIMULATION DETAILS AND RESULTS 

 

    Simulation of the CR shower dynamics up to the 

doorstep of GLL and UL has been done using Monte Carlo 

simulation packages CORSIKA and Geant4 [10, 11]. The 

cosmic-ray muon spatial and momentum distribution at 

78m a.s.l. is of our interest.  The output of CORSIKA at 

ground level is used as the input for Geant4 based 

simulation of particle transport through the soil and 

simulation of detector response. For this purpose soil 

analysis is done beforehand. The mean density is found to 

be (2.0±0.1) g/cm3 and soil type is loess with the assumed 

composition of Al2O3  20%, CaO 10% and SiO2 70%. 

For the simulation of underground detector system only 

those muons with energy sufficient enough to survive 

passage through soil are taken into consideration (Figure 

2). 

 
 

Figure 2: Surface momentum distribution for muons at 

GLL and muons reaching UL at Belgrade CR station 

based on GEANT4 and CORSIKA  

 

At lower energies, protons make ~85% of CR, so primary 

particles used in the simulation were protons. The number 

of muons reaching UL is not linearly proportional to 

energy of the primary particle, especially for energies 

lower than 200 GeV which is energy range of interest, as 

showed in Figure 3.This correspond to similar work done 

elsewhere [12]. Probability that a registered event 

corresponds to a primary particle of certain energy is 

inferred from the simulation for every detection system: 

- Single muon detector at ground level 

- Single muon detector underground 

- Two-fold muon coincidences underground 

- Muon coincidences of higher multiplicity 

For these response functions, simulation use 23 million 

primary protons with energy range from 5 GeV to 10
16

  eV 

with zenith angle between (0°, 70°) and with power law 

energy spectrum with the exponent  -2.7.   

Shift toward higher energies is evident for transition from 

GL to UL and to the events of higher multiplicities. 

 

Figure 3: Differential response functions of muon 

detectors in GLL and UL based on simulation for: single 

muons at ground level (GLL), underground level (UL), 

coincident muons at underground level (ULc) and triple 

and higher multiplicity coincident muons at underground 

level (UL3+ ) normalized to total number of muons 

respectively. 

 

 

For all relevant quantities of the muon flux is given at 

Table 1. Equivalent depth was found using ratios of 

integral fluxes of muons at different shallow depth [13]. 

 

 

Table 1:  Properties of the flux of the primary particles at 

Belgrade CR station based on simulation for: ground level 

(GLL), underground level (UL), coincident muons at 

underground level (ULc ) and triple and more coincident 

muons at underground level (UL3+ ). 

 

 

Primary 

protons 
GLL 

 

UL ULc UL3+ 

Energy cut-

off 

5 GeV 12.3±0.7 

GeV 

30±4 

GeV 

55±14 

GeV  

Equivalent 

depth 

0 m.w.e. 

GLL 

Belgrade 

25 m.w.e. 40 

m.w.e. 

66 

m.w.e. 

Peak energy 20 GeV 45 GeV 125 

GeV  

200  

GeV  

Median 

energy 

62 GeV 122±5 

GeV  

296 ± 8 

GeV  

458±18 

GeV 

 

 

  Cut-off energy at the ground level is due to geomagnetic 

cut-off rigidity at Belgrade CR station. For the 
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underground level, the 25 m.w.e. of soil overburden is the 

cause of the higher cut-off underground. All the relevant 

quantities: cut-off, peak and median energies are higher 

underground and for the events with higher multiplicity. 

This, in principle, creates a possibility to investigate the 

CR flux and its variations at different energies of 

primaries, exceeding the energies relevant to neutron 

monitors, the most frequently used instrument for study of 

the low energy side of the CR spectrum. This vindicates 

the aim of the simulation to investigate possibility of 

utilizing a shallow underground laboratory for the study of 

energy dependent solar modulation process and to find an 

optimum detector configuration sensitive to primaries of 

different energy range for a given site.   

 

4. DISCUSION ON FEASIBILITY 

 

   It is needed, however, to address the questions of 

reliability of simulation. On the graph 3, the discontinuity 

at energy of 80 GeV of primary protons is visible, 

especially muon in UL and muons in UL in coincidence. 

CORSIKA, by default, uses GHEISHA 2002d particle 

generator to calculate the elastic and inelastic cross-

sections of hadrons below 80 GeV in air and their 

interaction and particle collisions and for higher energies 

QGSJET 01C routine is used. Also it is important to know 

whether sufficient statistics of multi-muon events could be 

achieved in the limited laboratory space. For this purpose, 

the flux of single muons is measured at ground level and 

underground, the rate of double coincidences as a function 

of detector distance is simulated also. In addition, the rates 

of double and triple coincidences are also measured for 

several detector arrangements. 

The muon flux is calculated, from simulation, by finding 

ratio between the number of muons reaching depth of UL ( 

for single and muons in coincidence) and numbers of 

muons generated from CORSIKA at the surface and 

multiplying by experimentally measured value of 

integrated muon surface flux which is 137(6) muons per 

m
2
s  [14].  The experimental value of integrated flux, 

compared with number of muons from simulation, is also 

used to find physical time needed to generate same 

number of muons at the site as the simulation.  

Absolute muon fluxes measured at the site for surface and 

shallow underground is well reproduced by the simulation 

(Table 2). 

 

Table 2:  Ratio of muon fluxes at Belgrade CR station 

based on measurements and simulation for: ground level 

(GLL), underground level (UL), coincident muons at 

underground level (ULc ) and triple and more coincident 

muons at underground level (UL3+ ) 

 

Muon 

flux 

ratio 

Measured  

GLL/UL 

Simulation 

GLL/UL 

Simulation 

UL/ULc 

Simulation 

UL/UL3+ 

3.17(8) 3.06(3) 1.86(4) 2.68(6) 

 

 

   Recently with new detector arrangement, the scintillators 

in Belgrade CR station measured coincident events and 

triple coincident events at two distances of the detectors:  

1.5m and 6m, in UL part of the laboratory.  Number of 

coincidences per unit area of the detector, based on 

simulation for these distances is 80 and 66 muon 

coincidences per m
2
 per day respectively. Experimental 

values are higher for closer ( ~350 coincidences a day ) 

and ~60 coincidences  per day for  farther arrangement. 

The ratio of single/coincidence events underground is well 

reproduced for greater distance of the detector. At shorter 

distances the measured ratio is higher than predicted by 

simulation, further study will show is it due to contribution 

from local EM showers and knock-on electrons. Numbers 

of measured triple coincidences at same distances are the 

order of magnitude smaller. 

  When upgraded, the detector arrangements will cover the 

whole area of the UL with muon detectors it should 

provide, based on the simulation, approximately 61k 

coincidences per day thus allowing to observe ~ 1.2% 

fluctuation of the CR flux with 3σ certainty originated 

from Solar modulation ( e.g. Forbush decreases) thus 

allowing possibility to study solar modulation on three 

different energy ranges of the primary particles and at 

higher energies then regular energies detected with NM. 

To prevent miss-identification of muons, additional 

methods of sorting muons is needed (lead shielding, 

hodoscopes...) or to measure only coincidences that occur 

on reliable distances between detectors, larger then 6m, 

allowing observation of higher fluctuations (~2.5%) with 

same certainty.  

In principle, larger shallow depth  laboratories [15] can be 

used to investigate solar modulation and extreme solar 

events on different energies of primary particles, using rate 

of detected muons on different detectors in coincidence 

but present small detection area at Belgrade CR station can 

also give some valuable insight.   

 

5. CONCLUSION 

 

   The possibility of utilizing a shallow underground 

laboratory for the study of energy dependent solar 

modulation of CR is investigated, by means of computer 

simulation based on CORSIKA and GEANT packages, 

combined with the experiment. On the experimental part, 

the muon flux is measured at ground level and 

underground at the depth of 25 mwe. In the present 

feasibility study, the flexible test setup for detection of 

multiple muons is installed underground in an attempt to 

achieve sensitivity to higher energy primaries. The rates of 

double and triple coincidences are measured for several 

detector distances. The simulation revealed the response 

functions of each experimental setup. The experimental 

fluxes are compared with those arising from simulation 

(Table 2). For single muons, the experimental ratio of 
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fluxes GLL/UL agrees with the simulated one. The 

experimental ratio of single/coincident events underground 

is well reproduced by simulation if the detector distance is 

greater than 6m.  At shorter distances the measured ratio is 

higher than predicted by simulation, mainly due to 

contribution from local EM showers and knock-on 

electrons. When upgraded, the detector arrangements will 

cover almost the entire area of the UL with muons 

detectors resulting in expected approximately 61k 

coincidence per day. One day of measurements will be 

sufficient to observe ~ 1.2% fluctuation of the flux at 3σ 

significance for CRs with several hundred GeV of energy. 

Together with the single muon measurements at GLL and 

UL we will have simultaneous measurements centered on 

three different energies, under the same atmospheric and 

geomagnetic conditions. Any difference in time series 

behavior could be attributed to energy dependent response 

to the forcing. The rate of triple coincidences is too low to 

be effectively exploited in our conditions.     
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Effect of pressure and temperature corrections on muon flux variability at ground
level and underground

M. Savic, A. Dragic, N. Veselinovic, V. Udovicic, R. Banjanac, D. Jokovic, D. Maletic
Institute of Physics, Belgrade, Pregrevica 118, Serbia

In Low Background Laboratory at Institute of Physics Belgrade, plastic scintillators are used to
continuously monitor flux of the muon component of secondary cosmic rays. Measurements are
performed on the surface as well as underground (25 m.w.e depth). Temperature effect on muon
component of secondary cosmic rays is well known and several methods to correct for it are already
developed and widely used. Here, we apply integral method to calculate correction coefficients and
use GFS (Global Forecast System) model to obtain atmospheric temperature profiles. Atmospheric
corrections reduce variance of muon flux and lead to improved sensitivity to transient cosmic ray
variations. Influence of corrections on correlation with neutron monitor data is discussed.

Belgrade Low Background Laboratory (LBL) is lo-
cated at Institute of Physics, Belgrade and consists of
two interconnected spaces, a ground level laboratory
(GLL) and a shallow underground one (UL) [Fig. 1].
GLL is at 75 meters above sea level while UL is dug
under a 10 meter cliff and has a 12 meters of loess soil
overburden (25 meters of water equivalent) [1]. Geo-
graphic latitude for the site is 44.86 and longitude is
20.39 while geomagnetic rigidity cutoff is 5.3 GV.

FIG. 1: Layout of the Low Background Laboratory.

Experimental setup consists of two identical sets
of detectors and read out electronics, one situated in
GLL and the other in UL. Each setup utilizes a plastic
scintillator detector with dimensions 100cm x 100cm x
5cm (Amcrys-H, Kharkov, Ukraine) equipped with 4
PMTs (Hammamatsu R1306) directly coupled to the
corners [Fig. 2]. Flash ADC (CAEN type N1728B)
with 10ns sampling are used for read out [1].

Preamplifier outputs of two diagonally opposing
PMTs are summed and fed to a single FADC in-
put thus engaging two inputs of the FADC for two
such diagonal pairings. Signals recorded by the two
inputs are coincided in offline analysis, resulting in
coincidence spectrum which is then used to deter-
mine the integral count [Fig. 3]. This procedure al-
most completely eliminates low-energy environmental
background leaving only events induced by cosmic ray
muons and muon related EM showers [1].

FIG. 2: Experimental setup scheme.

FIG. 3: Single summed diagonal and coincidence spectra.

I. SIGNIFICANCE OF METEOROLOGICAL
EFFECTS

Meteorological effects on muon component of sec-
ondary cosmic rays are well known, with pressure and
temperature effect being most dominant [2]. Correct-
ing for these effects noticeably increases data useful-
ness, especially increasing sensitivity to periodic and
aperiodic variations of non-atmospheric origin (vari-
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ations of primary cosmic rays, different heliospheric
processes, etc.)

In Belgrade Low Background Laboratory contin-
ual measurements utilizing described setup started
in April of 2008 for the GLL and in November of
2008 for the UL, and with some interruptions are
still ongoing. Base time resolution for integrated
count is 5 minutes but time resolution of 1 hour is
also often used in analysis. Link to Belgrade cos-
mic ray station can be found on the following address:
http://www.cosmic.ipb.ac.rs/.

A. Pressure effect

Barometric effect is defined by the following equa-
tion:

(
δI

I

)
P

= β · δP (1)

where δI
I is the normalized variation of muon flux

intensity, β is barometric coefficient and δP is pressure
variation. Pressure variation is calculated as δP =
P − PB , where P is current pressure and PB is base
pressure value [4].

Since no in situ pressure measurement was per-
formed prior to 2015, current pressure values have
mostly been acquired from official meteorological mea-
surements performed by Republic Hydrometeorolog-
ical Service of Serbia as well as from Belgrade air-
port meteorological measurements. In all, data from
5 different stations were used. All pressure data was
normalized to Belgrade main meteorological station.
Stations were sorted according to geographical prox-
imity and consistence of data. Unique pressure time
series was composed by using data from the first sta-
tion with available pressure entries for a given hour.
Linear interpolation was then performed and pressure
values were sampled with 5 minute step. Normalized
variation of muon flux intensity vs. pressure varia-
tion was plotted for each year. Only data for the 5
geomagnetically most quiet days of each month were
taken into account (selected from International Quiet
Days list). Barometric coefficient for each year was
determined from linear fits of these plots [Fig. 4].

B. Temperature effect

Temperature effect on hard muons is well known
[2] and there are several methods developed to de-
scribe and correct for it. Method we used was inte-
gral method, where normalized variation of muon flux
dependence on temperature variation is described as:

FIG. 4: Yearly values for barometric coefficient for GLL
and UL.

(
δI

I

)
T

=

∫ h0

0

α(h) · δT (h) · dh (2)

α(h) being temperature coefficient density and tem-
perature variation calculated as δT = T − TB , where
T is current temperature and TB is base temperature
value [3].

To correct for temperature effect using formula
above it is necessary to have most complete infor-
mation about atmospheric temperature profile for a
given geographical location as well as to know tem-
perature coefficient density function. Temperature
profile measurements performed by local meteorolog-
ical service are not done on consistent basis but more
detailed information is available from meteorological
models. One such model is GFS (Global Forecast Sys-
tem) that, among other data, provides temperatures
for 25 isobaric levels for a given geographical location
with latitude/longitude precision of 0.5 degrees [3].

FIG. 5: Distribution of difference between modelled tem-
peratures and temperatures measured by meteorological
balloons above Belgrade (where such data was available).

Measured and modelled values seem to be in fairly
good agreement [Fig. 5] except for the lowest isobaric
level. That is why for this level temperature from local
meteorological stations was used, treated in the same
manner as described for local pressure data . Time
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resolution for modelled temperatures is 6 hours so in-
terpolation was performed using cubic spline [3] and
temperature values were sampled in 5 minute steps.

Temperature density functions [Fig. 6] are calcu-
lated according to procedure described in [2].

FIG. 6: Temperature coefficient density functions for
ground level (above) and depth 25 m.w.e. (below).

II. RESULTS

A. PT corrected time series

It would seem that pressure correction successfully
removes aperiodic pressure induced fluctuations while
temperature correction most significantly affects an-
nual variation induced by atmospheric temperature
variations [Fig. 7].

B. Spectral analysis

Spectral analysis can give us more insight into effect
of temperature correction on annual variation of muon
count (presented for GLL data in [Fig. 8])

After temperature correction, peak related to an-
nual periodicity in power spectrum appears to be sig-
nificantly reduced relative to nearby peaks.

FIG. 7: GLL raw (black), pressure corrected (magenta)
and PT corrected (red) muon count time series for a se-
lected period.

FIG. 8: Power spectra for pressure corrected and temper-
ature and pressure corrected data.

C. Neutron monitor correlation

Possible validation for correction procedure would
be agreement of pressure/temperature corrected muon
count time series with neutron monitor data. BAK-
SAN neutron monitor was selected as a possible ref-
erence [Fig. 9].

III. CONCLUSIONS

Corrections for temperature and pressure effect are
essential for muon data gathered at Belgrade LBL. At-
mospheric temperature profile for Belgrade seems to
be adequately modeled by GFS. Temperature correc-
tion utilizing integral method seems to give acceptable
results (while quality can still be further improved).
Also, other methods could be applied and results com-
pared. Muon flux data after pressure and temperature
corrections has increased sensitivity to periodic and
aperiodic effects of non-atmospheric origin. Prelimi-
nary comparison with neutron monitor data supports
this claim with more detailed correlation analysis to
follow in the future.

eConf C16-09-04.3 PSN 123



4 XXV European Cosmic Ray Symposium, Turin, Sept. 4-9 2016

FIG. 9: BAKSAN neutron monitor (above) and GLL raw
and pressure/temperature corrected data (below in red)
comparison for year 2015.

IV. ACKNOWLEDGEMENTS

The present work was funded by the Ministry of
Education and Science of the Republic of Serbia, un-
der the Project No. 171002. The Belgrade Laboratory
bears the name of Dr. Radovan Antanasijevic, in hon-
our of its early deceased founder and first director.

V. REFERENCES

[1] The new set-up in the Belgrade low-level and cosmic-
ray laboratory Nucl. Technol. Radiat. 26 (2011) 181-
192. A.Dragic at all

[2] Dorman, Cosmic Rays in the Earths Atmosphere and
Underground

[3] M. Berkova , A. Belov, E. Eroshenko, and V. Yanke,
Temperature effect of muon component and practical

questions of how to take into account in real time, As-
trophys. Space Sci. Trans., 8, 41-44, 2012

[4] R. R. S. De Mendona, J. -P. Raulin, E. Echer, V.
S. Makhmutov, and G. Fernandez, Analysis of atmo-
spheric pressure and temperature effects on cosmic ray
measurements. JOURNAL OF GEOPHYSICAL RE-
SEARCH: SPACE PHYSICS, VOL. 118, 14031409,
doi:10.1029/2012JA018026, 2013

eConf C16-09-04.3 PSN 123



Journal of Physics: Conference Series

PAPER • OPEN ACCESS

Pressure and temperature effect corrections of
atmospheric muon data in the Belgrade cosmic-
ray station
To cite this article: M Savi et al 2015 J. Phys.: Conf. Ser. 632 012059

 

View the article online for updates and enhancements.

Related content
Temperature effect correction for muon
flux at the Earth surface: estimation of the
accuracy of different methods
A N Dmitrieva, I I Astapov, A A Kovylyaeva
et al.

-

Temperature effect correction for the
cosmic ray muon data observed at the
Brazilian Southern Space Observatory in
São Martinho da Serra
C R Braga, A Dal Lago, T Kuwabara et al.

-

This content was downloaded from IP address 147.91.1.43 on 21/12/2017 at 17:38

https://doi.org/10.1088/1742-6596/632/1/012059
http://iopscience.iop.org/article/10.1088/1742-6596/409/1/012130
http://iopscience.iop.org/article/10.1088/1742-6596/409/1/012130
http://iopscience.iop.org/article/10.1088/1742-6596/409/1/012130
http://iopscience.iop.org/article/10.1088/1742-6596/409/1/012138
http://iopscience.iop.org/article/10.1088/1742-6596/409/1/012138
http://iopscience.iop.org/article/10.1088/1742-6596/409/1/012138
http://iopscience.iop.org/article/10.1088/1742-6596/409/1/012138


Pressure and temperature effect corrections of atmospheric 
muon data in the Belgrade cosmic-ray station
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Abstract. We present results of continuous monitoring of the cosmic-ray muon intensity at the
ground and shallow underground level  at  the Belgrade  cosmic-ray station. The cosmic-ray
muon  measurements  have  been  performed  since  2002,  by  means  of  plastic  scintillation
detectors. The scintillator counts are corrected for atmospheric pressure for the whole period of
measurements and, as well, for vertical temperature profile for the period of the last six years.
The results are compared with other correction methods available. One-hour time series of the
cosmic-ray  muon intensity  at  the  ground  level  are  checked  for  correlation  with  European
neutron monitors, with emphasis on occasional extreme solar events, e.g. Forbush decreases.

1. Introduction
The Belgrade cosmic-ray station, situated in the Low-level Laboratory for Nuclear Physics at Institute
of Physics,  Belgrade, have been continuously measuring the cosmic-ray intensity since 2002. The
station is at near-sea level at the altitude of 78 m a.s.l.; its geomagnetic latitude is 39° 32' N and
geomagnetic vertical cut-off rigidity is 5.3 GV. It consists of two parts: the ground level lab (GLL) and
the underground lab (UL); the UL is located at a depth of 12 metres below the surface, i.e. 25 metre
water equivalent.  At this depth practically only the muonic  component  is  present.  The cosmic-ray
muon measurements are performed by means of plastic scintillation detectors, a pair of which is, along
with instrumentation modules for data acquisition, placed in both the GLL and the UL. The set-up is
quiet  flexible,  as  the  scintillators  could  be  arranged  in  different  ways,  which  allows  conducting
different experiments. The analyses of the measurements  yielded some results on variations of the
cosmic-ray muon intensity and on precise values of the integral muon flux at the ground level and at
the depth of 25 m.w.e. [1,2,3,4].

2. Experimental set-up
The experimental set-up in both the GLL and the UL consists of a large plastic scintillation detector
(rectangular shape, 100cm x 100cm x 5cm) and a data acquisition system (DAQ). The scintillator is
polystyrene based UPS-89, with four 2-inch photomultiplier tubes attached to its corners, so that each
PM tube looks at the rectangle diagonal. Preamplifier signals from two PM tubes looking at the same
diagonal are summed in one output signal, thus two output signals are led to the DAQ from each
scintillator.

The summed signals from the PM tubes on the same diagonal  of  the detectors are stored and
digitized by the DAQ, which is based on 4-channel flash analog-to-digital converters (FADC), made
by CAEN (type N1728B), with 100 MHz sampling frequency. The FADCs are capable of operating in
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the event-list mode, when every analyzed event is fully recorded by the time of its occurrence and its
amplitude.  This enables the correlation of events,  both prompt  and arbitrarily delayed,  at  all  four
inputs with the time resolution of 10 ns. Single and coincident data can be organized into time series
within any desired integration period. The FADCs can also be synchronized with each other for the
additional coinciding of the events in the GLL and the UL.

For both the GLL and the UL detector, two input channels on the corresponding FADC are reserved
for  events  recorded by each  of  detector's  diagonals.  The  cosmic-ray  events  recorded by a  single
diagonal are drown in the background. Coinciding of the prompt events from two diagonals within a
narrow time window gives the resulting experimental spectrum of the plastic scintillator, which is the
energy deposit (ΔE) spectrum of the cosmic-ray particles (figure 1). Interpretation of the experimental
spectra and their features as well as their calibration have been done using Geant4 based Monte Carlo
simulation [4,5].  The spectra peak at  ~11 MeV and have the instrumental  thresholds at  ~4 MeV.
Comparing the spectra of the GLL detector and the UL detector one can notice the obvious difference
in  their  shape,  especially  in  the  low-energy  part  below  ~6  MeV. This  difference  points  to  the
contribution of the cosmic-ray electrons and gammas (electromagnetic component) to the ΔE spectra
at the ground level, which is absent in case of the underground detector.

Figure 1. The cosmic-ray ΔE spectra of the GLL detector (top left) and the UL detector (top right).
Experimental and simulated ΔE spectra of the UL detector (bottom).
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3. Results and discussion
The cosmic-ray intensity data are automatically processed, using a web-based “robot” developed for
this purpose, and published online at www.cosmic.ipb.ac.rs/muon_station. The online available data
are raw scintillator counts in time series with resolution of 5 min or 1 h. Time series of the raw data are
corrected for pressure and temperature effect; pressure corrections have been done for the whole data
taking period and temperature effect corrections have been done for the the time period of the last six
years.

3.1. Efficiency corrections
The first data corrections are related to detector assembly efficiency. As mentioned, the instrumental
thresholds cut the spectra at ~3 MeV. However, the thresholds may vary, thus changing the initial
spectrum and resulting in fluctuations of the integral spectrum count. Related to this, the necessary
correction has been done by means of constant fraction discriminator (CFD) function (figure 2); with
use of the CFD cut the spectrum fluctuations decreased significantly. The CFD is based on cut on
chosen height as a percentage of peak height where the spectrum is cut. The simulation tells us that,
for the underground detector, ~6% of muon events is also cut (figure 1).

Figure 2. Constant fraction discriminator (CFD) applied in efficiency corrections. The obtained
truncated spectrum is used for calculating time series.

The next step in the efficiency corrections is a correction of 5-min count values that are clearly
lower  than  a  mean  5-min  count  in  surrounding  time  intervals.  This  undershoot  comes  at  the
beginning/end of runs, where events are not collected for all 5 min of measurement. The last and
smallest correction is a correction of fluctuations of spectrum due to fluctuation in amplification which
influence the cut on diagonals and efficiency of coincidence of two diagonals. We found that the CFD
cut is proportional to efficiency of coincidence.

3.2. Corrections for atmospheric pressure and for temperature
Significant  part  of  variation  of  cosmic  ray  muon  component  intensity  can  be  attributed  to
meteorological effects. Here, two main contributors are barometric and temperature effect [6].

Barometric effect is caused by variation of the atmospheric mass above the detector. These pressure
corrections are done by finding the linear regression coefficient, using only International Quiet Days,
i.e. time series data from periods with more or less constant intensity of galactic cosmic rays,  for
creation of the distribution of scintillator counts vs. atmospheric pressure. Atmospheric pressure data
are available due to on-site continuous measurement.
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Figure 3. Dependence of 5-min counts on atmospheric pressure.

The temperature effect is related to the variation of the atmospheric temperature profile. The effect
is  two-fold,  as it  affects pion decay (positive contribution) as well  as muon ionization losses and
possible decay (negative contribution). To correct for these effects, integral correction method was
applied [6,7]. The variation of the muon intensity due to temperature variations is calculated by using
the formula:

where δIT is the variation of the muon intensity due to the temperature effect, δT(h) is the variation of
the atmospheric temperature, which is calculated in reference to the mean temperature value for a

given  time  period  (denoted  by  index  M):  ,  where  h  is  atmospheric  depth.
Temperature coefficient densities α(h) are calculated according to [6].

Available meteorological models make it possible to have hourly atmospheric temperature profiles
for 17 standard isobaric levels at the geographic position of the Belgrade muon station, necessary for
application of formula shown above. The procedure used here is as described in [7].  Temperature
profiles have been obtained from ftp://cr0.izmiran.rssi.ru/COSRAY!/FTP_METEO/blgd_Th/, courtesy
of IZMIRAN laboratory.

3.3. Time series of the cosmic-ray intensity
In Figure 4 the count rate time series is shown for all corrections. First, the corrected count rate for
efficiency corrected data is shown. Also, the atmospheric pressure and combined atmospheric pressure
and temperature corrections time series of count rates are shown.

One-hour  time  series  of  the  cosmic-ray  muon  intensity  at  the  ground  level  are  checked  for
correlation with European neutron monitors (NM), with emphasis on occasional extreme solar events,
e.g. Forbush decreases.

In Figure  5 the  comparison  of  time  series  of  pressure  corrected and pressure  and temperature
corrected  count  rates  for  the  Belgrade  muon  station  and  Jungfraujoch,  Rome,  Baksan  and  Oulu
neutron  monitors  is  presented  for  Forbush  candidate  in  March  2012.  The  count  rates  of  neutron
monitors are shifted to be close to each-other for visibility. The count rate for the Belgrade station is
shown in percentages with additional shift down for visibility. The count rate drop for the neutron
monitors is clearly more pronounced than for Belgrade muon monitor.
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Figure 4. Time series of efficiency corrected, pressure corrected and pressure and temperature
corrected counts.

Figure 5. Comparison of time series of pressure corrected and pressure and temperature corrected
count rates for the Belgrade muon monitor station and neutron monitors. Count rates are shifted for

comparison.

In Figure 6 the comparison of time series of pressure corrected count rates for the Belgrade muon
station  Jungfraujoch,  Rome,  Baksan  and Oulu  neutron  monitors  is  presented.  The  count  rates  of
neutron monitors are shifted to be close to each-other for visibility. The count rate for Belgrade station
is scaled in the way that the drop in count rate is similar to most of the stations (except Jungfraujoch,
which is at high altitude). The visual comparison shows the good correlation of the count rates of
Belgrade muon monitor and neutron monitors, previously noticed using correlative analyses of count
rates. The pressure corrected count rates from Belgrade muon monitor is only dataset used for visual
comparison,  since neutron monitor  data  are  also only pressure  corrected.  This  was also observed
previously using correlative analyses of count rates.
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Figure 6. Comparison of time series of pressure corrected count rates for the Belgrade muon monitor
station and neutron monitors. Count rates are shifted and scaled for comparison.
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4. Conclusions
The results of continuous monitoring of the cosmic-ray muon intensity at the ground and shallow
underground  level  at  the  Belgrade  cosmic-ray  station  are  presented.  The  scintillator  counts  are
corrected for atmospheric pressure for the whole period of measurements and, as well, for vertical
temperature profile for the period of the last six years. The results are compared with other correction
methods available and showed excellent agreement.  One-hour time series of the cosmic-ray muon
intensity  at  the  ground  level  are  checked  for  correlation  with  European  neutron  monitors,  with
emphasis  on  occasional  extreme  solar  events,  e.g.  Forbush  decreases.  As  a  result  of  correlative
analysis, the Forbush candidate in March 2012 is the best choice to be used for visual comparison
presented in this work. The comparison showed high correlation of the Belgrade muon monitor with
neutron  monitors,  especially  geographically  closer  neutron monitors  such as  Rome  NM.  In  some
specific time periods, like during the Forbush candidate in March 2012, we showed that our muon
measurement system has sensitivity comparable to European neutron monitors in this period, but still
not as efficient as NM with better geographical position (at high altitude), e.g. Jungfraujoch in the
Swiss Alps.
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Abstract. The Belgrade underground laboratory is a shallow underground one, at 25 meters of water equivalent. It is 
dedicated to low-background spectroscopy and cosmic rays measurement. Its uniqueness is  that it is composed of two parts, 
one above ground, the other bellow with identical sets of detectors and analyzing electronics thus creating opportunity to 
monitor simultaneously muon flux and ambient radiation. We investigate the possibility of utilizing measurements at the 
shallow depth for the study of muons, processes to which these muons are sensitive and processes induced by cosmic rays 
muons. For this purpose a series of simulations of muon generation and propagation is done, based on the CORSIKA air 
shower simulation package and GEANT4.  Results show good agreement with other laboratories and cosmic rays stations. 

Belgrade Cosmic Rays Station 

Cosmic rays are energetic particles from outer space that continuously bombard Earth atmosphere, 
causing creation of secondary showers made of elementary particles. For last hundred years, after Hess’ 
discoveries, cosmic rays ( CR ) has been studied at almost every location accessible to research, from deep 
underground to above atmosphere [1]. Low-level and cosmic-ray lab in Belgrade is dedicated to the 
measurement of low activities and CR muon component. One of the objectives is also intersection of these two 
fields, namely, muon–induced background in gamma spectroscopy. Belgrade lab is relatively shallow 
underground laboratory [2] located at the right bank of river Danube on the ground of Institute of Physics in 
Belgrade. It is located at near-sea level at the altitude of 78 m a.s.l. and its geographic position is 44° 51’ N and 
longitude 20° 23’ E with geomagnetic latitude 39° 32’ N and geomagnetic vertical cut-off rigidity 5.3 GV. The 
lab has two portions, ground level portion ( GL ) is situated at the foot of the vertical loess cliff.  Other portion, 
the underground level ( UL ) is dug into the foot of the cliff and is accessible from the GL via  horizontal 
corridor as can be seen at Fig.1. Working area of UL has three niches for independent experiments.  

FIGURE 1. Scheme of low-level and CR laboratory at Institute of Physics, Belgrade 

The overburden of the UL is about 12 meters of loess soil, which is equivalent to 25 meters of water. The walls 
are made of 30 cm thick reinforced concrete and covered with the hermetically sealed Al lining 1 mm thick, to 
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prevent the radon from the soil to diffuse into the laboratory. The low-level laboratory is equipped with an air 
ventilation system which keeps 2 mbar overpressure in the UL, in order to minimize radon diffusion through 
eventual imperfections in the Al lining. 

Experimental Set-up 

The equipment of the lab consists of two identical set of detectors and analyzing electronics.  One set is situated 
in the GL and other in the UL. Each set is composed of gamma spectrometer and muon detectors. For muon 
measurements a pair of plastic scintillator detectors is used. One of the detectors is small, 50 cm x 23 cm x 5 cm 
plastic scintillator detector, with a single PMT looking at its longest side via a Perspex light guide tapering to the 
diameter of a PMT, made by JINR, Dubna, Russia, and assembled locally. The other, larger one has dimensions 
of  100 cm x 100 cm x 5 cm, equipped with four PMT directly coupled to the corners beveled at 45°,made by 
Amcrys-H, Kharkov, Ukraine. The smaller detector may serve as a check of stability of the muon time series 
obtained from the larger detector, which is important for long term measurements. It can also be used (in 
coincidence with the larger detector ) for measurements of the lateral spread of particles in CR showers and 
decoherence.  Plastic scintillation detectors are also employed for active shielding of gamma spectrometers. In 
the UL, a 35% efficiency radio-pure p-type HPGe detector, made by ORTEC, 12 cm thick cylindrical lead castle 
is deployed around the detector. One of the set-ups is presented at Fig.2. Another HPGe detector, of 10% 
efficiency, is placed in GL.  

 

FIGURE 2. Detectors in the underground laboratory. Large scintillator detector is placed above HPGe and small scintillator 
can change position. 

Data acquisition system is identical both in UL and GL and it has two flash analog to digital converter (FADC), 
one in each laboratory, made by CAEN (type N1728B). These are versatile instruments, capable of working in 
two modes, energy histogram mode when performing as digital spectrometers or, in the oscillogram mode, when 
they perform as digital storage oscilloscopes. In both modes, they sample at 10 ns intervals into 214 channels in 
four independent inputs. The full voltage range is ±1.1 V. They are capable of operating in the list mode, when 
every analyzed event is fully recorded by the time of its occurrence and its amplitude. This enables the 
correlation of events, both prompt and arbitrarily delayed, at all four in puts with the time resolution of 10 ns. 
Single and coincident data can be organized into time series within any integration period from 10 ns up. The 
two N1728B units are synchronized, enabling coincidence/correlation of the events recorded in both of them. 
The flexible software encompassing all above said off-line analyses is user-friendly and entirely homemade. The 
preamplifier outputs of the PMT of the larger detectors are paired diagonally. Signals from these paired inputs 
are later coincided off-line and their amplitudes added to produce the single spectra. This procedure suppress 
low-energy portion of the background spectrum (up to some 3 MeV), mostly environmental radiation, leaving 
only high-energy loss events due to CR muons and EM showers that peak at about 10 MeV, shown at Fig 3. The 
output of the PMT of the smaller detector is fed to the third input of FADC. [3] 
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FIGURE 3. The sum spectra of two diagonals of the large plastic detectors in the UL and GLL. For comparison, the spectra 
are normalized for the peaks to coincide. Channel 650 corresponds to the muon energy loss of 10 MeV. 

Simulation and Results 

The experimental set-up is rather flexible, thus allowing different studies of the muon and 
electromagnetic components of cosmic rays at the ground level and at the shallow depth underground. The 
cosmic-ray muon flux in the underground laboratory has been determined from data taken  from  November  
2008  till  June  2013 ( there were some small gaps in recording data during this period ). These measurements 
yielded the precise values of the integral cosmic ray muon flux at the location of Belgrade. Measured muon flux 
is: 137(6) m-2s-1 at the ground level and 45(2) m-2s-1 at the underground level [4]. Different analyses of time 
series of these measurements have also been performed. Interpretation and calibration of the experimental 
spectra has been done using Monte Carlo simulation packages CORSIKA and Geant4 [5, 6]. CORSIKA 
simulates extensive air showers generated by the primary cosmic-rays in interactions with air nuclei at the top of 
the atmosphere. It gives spectra of the secondary cosmic-rays at the preferred observation level. These secondary 
particles, their energy and momentum direction distribution, obtained by CORSIKA, are then used as an input 
for the Geant4 based simulation of the detectors. In this simulation, particles first traverse through soil and 
infrastructure of the UL lab before hitting the detector. Then the response of the plastic scintillation detectors is 
simulated. For the UL scintillators, the simulated spectra are shown in Fig. 4.[7]  

They  agree very well with  the  experimental  ones,  except  in  the  low-energy  part  where  the  
ambiental  gamma radiation is mostly present and where the cuts are applied. We also used these simulation 
packages to simulate different experimental set-ups and to obtain information about lower cut-of energy of 
primary cosmic rays at our site and for single muons and muons in coincidence. Energy of the primary particles 
from which detected muons originate increases for UL compared to GL but also for muons in coincidence 
compared with single detected muons. 

 

FIGURE 4.  Experimental vs simulated spectrum of large plastic scintillator detector at UL 
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These measurements allow us to study  fluctuations in muon flux intensity during the rising phase of 
Solar Cycle 24 and to make five-minutes or one-hour time series of  the flux. The scintillator counts are 
corrected for atmospheric pressure for the whole period of measurements and, as well, for vertical temperature 
profile for the period of last six years. The results are compared with other correction methods available. One-
hour time series of the cosmic ray muon intensity at the ground level are checked for correlation with European 
neutron monitors ( NM ), with emphasis on occasional extreme solar events, e.g. Forbush decreases (FD ) in 
order to investigate claims of influence of cosmic-rays on cloud formation and climate [8,9] In some specific 
time periods, like during the FD in March 2012, we showed that our muon measurement system has sensitivity 
comparable to European neutron monitors in this period, but still not as efficient as NM with better geographical 
position (at high altitude), e.g. Jungfraujoch in the Swiss Alps.These results are presented at Fig. 5. Due to fact 
that muons detected underground originate from primary particles with energy around and above the limit for 
solar modulation  time series from UL are less sensitive to these Solar events.  
 

 

 

FIGURE 5. Time series for March 2012 recorded at NM at Jungfraujoch compared to time series obtained at Belgrade 
cosmic-rays station 
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Abstract. The continuous gamma spectrum, Cosmic ray intensity and climate variables; atmospheric 
pressure, air temperature and humidity were continually measured in the Underground laboratory 
of Low Background Laboratory in the Institute of Physics Belgrade. Same three climate variables for 
outside air were obtained from nearby meteorological station. The obtained gamma spectrum, 
measured using HPGe detector, is split into three energy ranges, low, intermediate and high ending 
with energy of 4.4 MeV. For each of the energy intervals periodogram and correlative analysis of 
dependence of continuous gamma spectrum on cosmic ray intensity and climate variables is 
performed. Periodogram analysis is done using Lomb-Scargle periodograms. The difference of linear 
correlation coefficients are shown and discussed, as well as the differences in resulting periodograms. 

Key words: gamma spectroscopy, surface air, underground laboratory, correlative analysis, periodogram analysis.  

1. INTRODUCTION  

 
The low-level and cosmic-ray laboratory in the 

Low-Background laboratory for Nuclear Physics in the  
Institute of Physics Belgrade is dedicated to the 
measurements of low activities and to the studies of 
the muon and electromagnetic components of cosmic 
rays at the ground level and at the shallow depth 
under-ground, and in particular to the detailed studies 
of the signatures of these radiations in HPGe 
spectrometers situated shallow underground. The 
ground level part of the laboratory (GLL), at 75 m 
above sea level, is situated at the foot of the vertical 
loess cliff, which is about 10 meters high. The 
underground part of the laboratory (UL), of the useful 
area of 45 m2, is dug into the foot of the cliff and is 
accessible from the GLL via the 10 meters long 
horizontal corridor, which serves also as a pressure 
buffer for a slight overpressure in the UL (Fig.1). The 
overburden of the UL is about 12m of loess soil, 
equivalent to 25 meters of water. [1] 

In the UL laboratory the gamma spectrum is 
recorded using HPGe detector and fast ADC unit made 
by CAEN, and analysed using software developed in 
our laboratory. Besides HPGe measurements the air 
pressure, temperature and humidity were recorded in 
UL also. Values for temperature, pressure and 
humidity of outside air was taken from publicly 
available web site. The time period from which the 

measurements were used in this analysis is from 
beginning of December 2009 till end of April 2010.  

 

 
Figure 1. Cross-section of the low-level and  

CR laboratory at IOP, Belgrade, 44°49'N, 20°28'E,  
vertical rigidity cut off 5.3 GV. 

 
Continuous Cosmic rays’ (CR) spectrum 

measure-ments by means of a pair of small plastic 
scintillators [(50x25x5)cm] started in the GLL and UL 
back in 2002 and lasted for about 5 years. It agrees to 
the spectrum of relatively shallow underground 
laboratories worldwide [2]. These measurements 
yielded the precise values of the integral CR muon flux 
at the ground level and underground level laboratory, 
at the location of Belgrade [3]. Different analyses of the 
time series of these measurements have also been 
performed [4, 5]. Since the UL is completely lined with 
the hermetically sealed 1 mm thick aluminum lining, 
and the ventilation system keeps the overpressure of 2 
mbars of doubly filtered air, the concentration of radon 
is kept at the low average value of about 10 Bq/m3. 
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Measurements and analysis of periodicy of gamma-
rays in underground laboratory had been reported  
[6-7], and also for Radon measurements and 
periodicity [8-9] including advanced Multivariate 
Analysis tecniques [10-11]. 

Most recent research done in our laboratory 
[12] addresses the question of determination of origin 
of low energy gamma-rays detected by HPGe detector, 
which are coming either from environmental radiation 
or from CR. In this paper the correlative analysis is 
used to address the same question of composition of 
low-energy gamma-rays spectrum, thus giving us the 
new approach to the research done in [12].  

The correlative analysis in this paper was done 
using Toolkit for Multivariate Analysis TMVA[13] 
package as part of the ROOT[14] software, widely used 
in analysis, especially for High Energy Physics 
experiments. The TMVA was used for analysis 
extensively in our laboratory, and it was the natural 
choice to use the software for correlative analysis also. 
Lomb-Scargle periodograms were produced using 
software developed in Low-Background laboratory.  

2. EXPERIMENTAL SETUP  

 
In the UL 35% efficiency radiopure HPGe 

detector, made by ORTEC, is used. The HPGe is 
sourounded by 12 cm thick cylindrical lead castle. 
Cosmic ray setup consists of a single [(100x100x5)cm] 
plastic scintillator detector equipped with four PMTs 
directly coupled to the corners beveled at 45o, made by 
Amcrys-H of Kharkov, Ukraine. The signals from 
HPGe detector and plastic scintillators give output to 
fast ADC unit with four independent inputs each, made 
by CAEN, of the type N1728B. CAEN units are versatile 
instruments capable of working in the so-called energy 
histogram mode, when they perform like digital 
spectrometers, or/and in the oscillogram mode, when 
they perform like digital storage oscilloscopes. In both 
modes they sample at 10 ns intervals, into 214 channels. 
The full voltage range is ±1.1V. 

CAEN units are capable of operating in the list 
mode, when every analyzed event is fully recorded by 
the time of its occurrence over the set triggering level, 
and its amplitude, in the same PC, which controls their 
workings. This enables to off-line coincide the events at 
all four inputs, prompt as well as arbitrarily delayed, 
with the time resolution of 10 ns, as well as to analyze 
the time series not only of all single inputs, but also of 
arbitrary coincidences, with any integration period 
from 10 ns up. The flexible software that performs all 
these off-line analyses is user-friendly and is entirely 
homemade.   

The preamplifier outputs of the PMTs of 
detectors are paired diagonally, the whole detector 
thus engaging the two inputs of the CAEN unit. The 
signals from these inputs are later off-line coincided 
and their amplitudes added, to produce the singles 
spectra of these detectors. Offline coincidence allows 
that the high intensity but uninteresting low energy 
portion of the background spectrum of this detector 
(up to some 3 MeV), which is mostly due to 
environmental radiations, is practically completely 
suppressed, leaving only the high energy-loss events 
due to CR muons and EM showers that peak at about 
10 MeV, as shown in Figure 2. 

Since event of HPGe gamma spectrum and 
Cosmic rays consists of time-stamp and the amplitude, 
off-line analysis is used to create time series of 
arbitrary time window with selection of specific part of 
gamma spectrum as well as the time series of Cosmic 
ray flux in UL (Figure 3.). This enables that whole 
gamma spectrum can be divided into energy ranges, 
and analyze each energy range separately. The 
spectrum separation is done on channel numbers, and 
after the energy calibration, the energy ranges used in 
our analysis are 180-440 keV, 620-1330 keV and 1800-
4440 keV. The full gamma spectrum is recorded in 
range of 180-6670 keV.  The part of gamma spectrum 
of the HPGe is shown in Figure 4. 

 
 

 
 

Fig. 2. The sum spectra of two diagonals of big plastic 
detectors in the UL and GLL . 

 

 
 

Fig. 3. The time series of the CR muon count of the big plastic 
detector in the UL. 

 

 
 
Figure 4. Gamma spectrum of the HPGe detector in 12cm lead 

castle in the Underground laboratory. 
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3. RESULTS AND DISCUSSIONS  

 
The analysis starts with correlation analysis. The 
software for correlative analysis is a part of TMVA 
package. Hourly time series of variables, atmospheric 
pressure P, temperature T, and humidity H for UL 
(P_R, T_R, H_R), and outside (P,T,H) are used, 
Cosmic ray time series (CR) as well as T (DT) and H 
(DH) difference of UL and outside values make the 
number of nine input variables. The table summarizing 
the linear correlation coefficients is shown in Table 1. 
We can see correlation between each input variable 
and HPGe gamma spectrum for full energy range in 
Table 1 also.  
 
DH -10 69 -9 -86 57 -22 51 -25 -64 100
DT 7 -98 7 60 -30 10 -24 42 100 -64 
CR -14 -42 -65 36 -14 -52 13 100 42 -25 
H_R -2 30 -44 -1 42 -59 100 13 -24 51 
P_R 14 -13 80 -8 -22 100 -59 -52 10 -22 
T_R 1 43 -16 -41 100 -22 42 -14 -30 57 
H 10 -63 -15 100 -41 -8 -1 36 60 -86 
P 11 -9 100 -15 -16 80 -44 -65 7 -9 
T -6 100 -9 -63 43 -13 30 -42 -98 69 
HPGe 100 -6 11 10 1 14 -2 -14 7 -10 
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Table 1. Summary table of linear correlation coefficient for all 
9 input variables’ 1 hour time series and 1 hour time series of 

HPGe gamma spectrum for full energy range.  
 
 
Correlation analysis was done also for three mentioned 
energy ranges, the Table 2. summarizes the results.   
 
 
 180-6670 

keV 
180-440 
keV 

620-1330 
keV 

1780-
4440 keV 

T -0.070   -0.045   -0.041   -0.096  
P +0.111   +0.124   +0.033   +0.010  
H +0.106   +0.056   +0.047   +0.101  
TUG +0.013   -0.029   +0.014   -0.012  
PUG +0.149   +0.111   +0.091   +0.061  
HUG -0.029   -0.068   -0.030   +0.028  
CR -0.140     -0.179     -0.030     +0.036  
TUG-T +0.076     +0.043     +0.046     +0.100    
HUG-H -0.105 -0.083 -0.055 -0.072

 
Table 2. Linear correlation coefficients in % for full and 

three narrower energy ranges. 
 
All the correlation of HPGe gamma spectrum hourly 
time series and input variables are not significant. The 
biggest correlation coefficient with HPGe time series is 
pressure time series measured underground followed 
by Cosmic ray time series. It is interesting to notice the 
change of correlation coefficients with HPGe for 
atmospheric pressure and Cosmic rays time series. 
While pressure correlation coefficients tend to drop 
going towards higher gamma energies, Cosmic rays’ 
correlation coefficients are increasing from negative 
sign to positive one. This observation is in agreement 
with the fact that the Cosmic rays are contributing 

more to the the gamma spectrum of higher energies, as 
it was shown in [12].  Since Cosmic rays and pressure 
are anti-correlated with correlation coefficient of -65%, 
as can be seen in Table 1, increase in atmospheric 
pressure will give negative correlation coefficient of 
HPGe and Cosmic rays’ time series. This can be 
explained by having in mind that Cosmic rays are 
contributing insignificantly to gamma spectrum on 
lower energies [12] behaving like constant in low 
energy range, while increase in pressure increases the 
air density, thus more gamma scattering events are 
contributing to low energy gamma spectrum.  
 
In the periodogram analysis the Lomb-Scargle 
periodograms were produced for atmospheric variables 
P, T, H and HPGe gamma spectrum. The periodograms 
show only daily periodicity of T, H time series as 
shown on figures 5 and 6. The P periodogram on 
Figure 7. Shows expected daily and mid-daily 
periodicity. It is noticeable that the periodogram for P 
has lowest spectral powers, which means that 
periodicity of P is less noticeable. Also, the unexpected 
1/3 day periodicity is with low spectral power. The 
periodogram analysis showed that there is no 
significant periodicity in HPGe gamma spectrum time 
series, as shown on Figure 8. 
 

 
 

Figure 5. Lomb-Scargle periodogram of air humidity.  

 

 
 
Figure 6. Lomb-Scargle periodogram of air temperature.  

 

 
 

Figure 7. Lomb-Scargle periodogram of air pressure.  
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Figure 8. Lomb-Scargle periodogram of full and three 
different energy range HPGe gamma spectrum time 

series.  

CONCLUSION  

 
In the Underground laboratory of Low Background 
Laboratory in the Institute of Physics Belgrade the 
continuous HPGe gamma spectrum, Cosmic ray 
intensity and climate variables were continually 
measured in the period from beginning of December 
2009 till the end of April 2010. The HPGe gamma 
spectrum is split into three energy ranges, low, 
intermediate and high. For each of the energy intervals 
periodogram and correlative analysis of dependence of 
continuous gamma spectrum on cosmic ray intensity 
time series and climate variables time series is 
performed. Periodogram analysis is done using Lomb-
Scargle periodograms. The correlation coefficient 
between air pressure and Cosmic rays is -65%. The 
correlation coefficients between HPGe gamma 
spectrum and input variables are not significant. The 
decrease of values of correlation coefficients of gamma 
spectrum and air pressure is present. The increase of 
values of correlation coefficients of gamma spectrum 
and Cosmic rays is present also. Increase in 
atmospheric pressure is resulting in negative 
correlation coefficient between HPGe and Cosmic rays’ 
time series for low energy gamma spectrum. The more 
significant contribution of Cosmic rays in high energy 
gamma spectrum, as opposite to insignificant 
contribution of Cosmic rays to low energy gamma 
spectrum is evident. Lomb-Scargle periodograms 
showed daily periodicity for air temperature and 
humidity, and additional mid-daily periodicity for air 
pressure. There is no noticeable periodicity for each of  
energy ranges of gamma spectrum. 
 

Acknowledgement: The paper is a part of the 
research done within the project "Nuclear research 
methods of rare events and cosmic radiation" (No. 
171002) financed by the Ministry of Education, 
Science and Technological Development of the 
Republic of Serbia (2011-2015).  

REFERENCES  
 

1. Dragic Aleksandar, Udovicic Vladimir I, Banjanac 
Radomir M, Jokovic Dejan R, Maletic Dimitrije M, 
Veselinovic Nikola B, Savic Mihailo, Puzovic Jovan M, 
Anicin Ivan V  “The New Set-Up in the Belgrade Low-

Level and Cosmic-Ray Laboratory”, NUCLEAR 
TECHNOLOGY & RADIATION PROTECTION, vol. 26, 
br. 3, pp. 181-192, 2011 

2. S. Niese, “Underground laboratories for low-level 
radioactivity measurements”,  Analysis of 
Environmental Radionuclides, Ed. P.Povinec, Elsevier, 
Amsterdam, pp.209-239, 2008 

3. A.Dragić, D.Joković, R.Banjanac, V.Udovičić, B.Panić, 
J.Puzović and I.Aničin, “Measurement of cosmic ray 
muon flux in the Belgrade ground level and 
underground laboratories”, Nucl. Instr. and Meth. in 
Phys. Res. A591 , pp. 470 – 475, 2008 

4. A. Dragić, R. Banjanac, V. Udovičić, D. Joković, I. 
Aničin and J. Puzović, “Comparative study of power 
spectra of ground and shallow underground muon 
data”, Int. Journal of Modern Physics A, Vol. 20 pp. 
6953-6955, 2005 

5. A. Dragić, R. Banjanac, V. Udovičić, D. Joković, J. 
Puzović, I. Aničin, “Periodic Variations of CR Muon 
Intensity in the Period 2002-2004”, Proc. 21st 
European Cosmic Ray Symposium, Košice, Slovakia, 
pp.368-373, 2008. 

6. Banjanac Radomir M, Udovicic Vladimir I, Dragic 
Aleksandar, Jokovic Dejan R, Maletic Dimitrije M, 
Veselinovic Nikola B, Grabez Bojana S “Daily Variations 
of Gamma-Ray Background and Radon Concentration”, 
ROMANIAN JOURNAL OF PHYSICS, vol. 58, br. , pp. 
S14-S21, 2013 

7. Banjanac Radomir M, Dragic Aleksandar, Udovicic 
Vladimir I, Jokovic Dejan R, Maletic Dimitrije M, 
Veselinovic Nikola B, Savic Mihailo “Variations of 
gamma-ray background in the Belgrade shallow 
underground low-level laboratory”, APPLIED 
RADIATION AND ISOTOPES, vol. 87, br. , pp. 70-72, 
2014 

8. V. Udovičić, B. Grabež, A. Dragić, R. Banjanac, D. 
Joković, B. Panić, D. Joksimović, J. Puzović, I. Aničin, 
“Radon problem in an underground low-level 
laboratory”, Radiation Measurements 44 pp. 1009-1012. 
2009 

9. V. Udovičić, I. Aničin, D. Joković, A. Dragić, R. 
Banjanac, B. Grabež, N. Veselinović, “Radon Time-
series Analysis in the Underground Low-level 
Laboratory in Belgrade, Serbia”, Radiation Protection 
Dosimetry 145 (2-3) pp. 155-158, 2011 

10. Maletic Dimitrije M, Udovicic Vladimir I, Banjanac 
Radomir M, Jokovic Dejan R, Dragic Aleksandar L, 
Veselinovic Nikola B, Filipovic Jelena Z “Comparison of 
Multivariate Classification and Regression Methods for 
the Indoor Radon Measurements”, NUCLEAR 
TECHNOLOGY & RADIATION PROTECTION, vol. 29, 
br. 1, pp. 17-23 (2014) 

11. Maletic Dimitrije M, Udovicic Vladimir I, Banjanac 
Radomir M, Jokovic Dejan R, Dragic Aleksandar L, 
Veselinovic Nikola B, Filipovic Jelena Z “Correlative and 
Multivariate Analysis of Increased Radon Concentration 
in Underground Laboratory”, RADIATION 
PROTECTION DOSIMETRY, vol. 162, br. 1-2, pp. 148-
151, 2014 

12. Banjanac Radomir M, Maletic Dimitrije M, Jokovic 
Dejan R, Veselinovic Nikola B, Dragic Aleksandar, 
Udovicic Vladimir I, Anicin Ivan V “On the omnipresent 
background gamma radiation of the continuous 
spectrum”, NUCLEAR INSTRUMENTS & METHODS 
IN PHYSICS RESEARCH SECTION A, vol. 745, br. , str. 
7-11, 2014. 

13. R. Brun and F. Rademakers, "ROOT - An Object 
Oriented Data Analysis Framework", Nucl. Inst. Meth. 
in Phys. Res. A 389, 81, 1997 

14. A. Hoecker, P. Speckmayer, J. Stelzer, J. Therhaag, E. 
von Toerne, and H. Voss, “TMVA - Toolkit for 
Multivariate Data Analysis”, PoS ACAT 040 (2007), 
arXiv:physics/070303 

 



 

BACKGROUND SPECTRUM CHARACTERISTICS OF THE HPGE DETECTOR LONG-TERM 
MEASUREMENT IN THE BELGRADE LOW-BACKGROUND LABORATORY 

Radomir Banjanac, Vladimir Udovičić, Dejan Joković, Dimitrije Maletić, Nikola 
Veselinović, Mihailo Savić, Aleksandar Dragić, Ivan Aničin 

Institute of Physics, Belgrade, Serbia 

Abstract. The Belgrade low-level background laboratory, built in 1997, is shallow (25 m.w.e) underground space 
(45m2) which is constantly ventilated with fresh air against radon. The muon intensity (about 3.5 times less than at 
ground level), radon concentration (suppressed to averaged value of 15 Bqm-3), as well as gamma-ray background are 
monitoring for more than eight years. After long-term measurement using the radiopure HPGe detector with 35% 
relative efficiency, the measured data includes radionuclide concentration of detector surroundings, estimation of 
background time variation due to radon and cosmic-rays as well as MDA values for typical samples of water matrix. 
The detailed characteristics of gamma-ray background spectra are here presented. 
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1. INTRODUCTION 

Various experiments which strive for the detection 
of very rare events require the lowest possible 
background radiation which can be achieved only in a 
deep underground laboratory. Some of recent the most 
interesting are double beta-decay experiments, [1] and 
dark matter searches, [2]. In any applied 
measurements of low activities, a goal that is pursued 
by all gamma spectroscopist is to lower the minimum 
detectable activity (MDA) of their detection system 
obtaining more statistical evidence in less time.  

But, any long and even short-term gamma-ray 
background measurement is subject to certain 
temporal variations due to time variability of two 
prominent contributors to background, cosmic-rays 
and radon. The most of the low background 
laboratories that deal with low activity measurements 
have developed routine measurements of background. 
The duration of these measurements may be from one 
day to even a month and they are designed to produce 
results with sufficiently low statistical errors for the 
envisaged measurements. These measurements yield 
only average values of the background, what in 
principle may lead to systematic errors in later 
measurements, especially of NORM samples.  

The averaged values of the background, gamma 
lines and continuum, nuclide concentrations or MDA 
presenting a “personal card” of used detector system 
for certain samples in any low-level background 
laboratory, [3]. Here is attempt to present our low-
level background laboratory in a similar way. First of 
all, the detailed description of the laboratories and 
used detector system are described.     

 

2. DESCRIPTION OF THE LABORATORIES AND 
EQUIPMENT  

The Belgrade underground low-level laboratory 
(UL), built in 1997 and located on the right bank of the 
river Danube in the Belgrade borough of Zemun, on 
the grounds of the Institute of Physics. The overburden 
of the UL is about 12 meters of loess soil, equivalent to 
25 meters of water. It is equipped with ventilation 
system which provides low radon concentration of 
15(5) Bq/m3. The “passive” shield consists of 1 mm 
thick aluminum foil which completely covers all the 
wall surfaces inside the laboratory, including floor and 
ceiling. As the active radon shield the laboratory is 
continuously ventilated with fresh air, filtered through 
one rough filter for dust elimination followed by active 
charcoal filters for radon adsorption. The UL has an 
area of 45m2 and volume of 135m3 what required the 
rate of air inlet adjusted to 800m3/h. This huge 
amount of fresh air contributes to greater temperature 
variations and the long-term mean value of 
temperature inside the UL is 19(4)oC. The rate of air 
outlet (700m3/h) was adjusted to get an overpressure 
of about 200 Pa over the atmospheric pressure, what 
prevents radon diffusion through eventual 
imperfections in the aluminum layer. Relative 
humidity is controlled by a dehumidifier device, what 
provides that the relative humidity in the underground 
laboratory does not exceed 60%. The muon intensity 
(which is about 3.5 times less than at ground level), 
radon concentration and gamma-ray background are 
monitoring for more than eight years. Comparative 
background study is performing in the GLL (at ground 
level) which is equipped with a Ge detector (13% 
relative efficiency and not intrinsically low-
radioactivity level, named SGe) and a big plastic 
scintillator (1m2, named BPS) in veto position. The 
GLL is air-conditioned (average radon concentration of 
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50(30) Bq/m3) has an area of 30m2 and volume of 
75m3. The Fig. 1 presents veto arrangement of the 
HPGe detector (BGe, in 12cm lead shield) and big 
plastic scintillator, inside the UL. 

 

 
 

Fig. 1 Veto arrangement of the HPGe detector (BGe) and big 
plastic scintillator inside the UL 

3. DESCRIPTION OF DETECTOR SYSTEMS IN 
THE UL  

The low-level background detector system in the 
UL includes an intrinsically low-radioactivity level p-
type Ge detector (35% relative efficiency, named BGe) 
and another plastic veto scintillator (1m2, named BPS) 
situated coaxially above the BGe detector. The BGe is a 
GEM30 model (made by ORTEC) in LB-GEM-SV 
cryostat configuration with magnesium end cap. The 
energy resolution at 1332.5keV, measured by analog 
data acquisition system, is 1.72keV, 0.65keV at 122keV 
as well as the Peak to Compton ratio at 1332.5keV has 
value of 68. The cylindrical lead shielding of the BGe, 
with a wall thickness of 120 mm and an overall weight 
of about 900kg, was cast locally out of scratch 
plumbing retrieved after the demolition of some old 
housing. Radon monitoring inside the laboratories was 
performed by radon monitor, model RM1029 
manufactured by Sun Nuclear Corporation. The device 
consists of two diffused junction photodiodes as a 
radon detector, and is furnished with sensors for 
temperature, pressure and relative humidity. A pair of 
plastic scintillator detectors is used for CR muon 
measurements at both laboratories. One of them is a 
larger (100cmx100cmx5cm) detector (BPS), equipped 
with four PMT directly coupled to the corners beveled 
at 45°, made by Amcrys-H, Kharkov, Ukraine. The 
other, a smaller 50cmx23cmx5cm plastic scintillator 
detector, with a single PMT looking at its longest side 
via a Perspex light guide tapering to the diameter of a 
PMT, made by JINR, Dubna, Russia, and assembled 
locally. The smaller detector may serve as a check of 
stability of the muon time series obtained from the 
larger detector, which is important for long term 
measurements. Two flash analog to digital converters 
(FADC), made by C.A.E.N (type N1728B), which 
sample at 10 ns intervals into 214 channels were used 

to analyze spectra from Ge detectors as well as 
corresponding BPS. User-friendly software was 
developed to analyze the C.A.E.N data with the 
possibility to choose the integration time for further 
time-series analysis that corresponds to integration 
time of the radon monitor. The performances of digital 
acquisition system as well as software developed for 
analysis were described in detail, [4]. 

 

4. THE RESULTS OF BACKGROUND 
MEASUREMENTS IN THE UL 

Additional to intrinsically low-radioactivity level of 
the BGe itself, environmental radioactivity is low, too. 
The UL was built from low activity concrete about 12 
Bq/kg of U-238 and Th-232, and of 23 Bq/kg and 30 
Bq/kq of surrounding soil, respectively. Radioactivity 
of aluminum wall-lining is negligible. Pb-210 activity of 
used lead shield of 30Bq/kg is measured. After long-
term cosmic-ray, [5], radon concentration, [6] and 
gamma-ray background measurements, no significant 
long-term time variations of gamma background was 
found, [7]. After several years of almost continuously 
background measurements, the integral background 
rate in the region from 40keV to 2700keV has mean 
value of about 0.5 cps. The lines of Co-60 are absent in 
the background spectrum, while the line of Cs-137 with 
the rate of 1×10–4 cps starts to appear significantly only 
if the measurement time approaches one month. 
Fukushima activities, though strongly presented in our 
inlet air filters samples, did not enter the background 
at observable levels, in spite of the great quantities of 
air that we pump into the UL to maintain the 
overpressure, and it seems that the double air filtering 
and double buffer door system, along with stringent 
radiation hygiene measures, is capable of keeping the 
UL clean in cases of global accidental contaminations. 
No signatures of environmental neutrons, neither slow 
nor fast, are present in direct background spectra. 

The Fig. 2 shows a characteristic shape of 
background spectrum obtained in the UL after about 6 
months of measuring, with distinctive Pb X-ray lines at 
the beginning of the spectrum, annihilation line, and 
lines from 40K and 208Tl (2614.5keV) at the end of the 
spectrum with a lot of post-radon lines between them.  

 

Fig. 2 Background spectrum of the HPGe detector (BGe) 
inside the UL after about 6 months of measuring 

The table 1 in the third column presents gamma-
ray background values of typical spectrum measured in 
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the UL using the BGe in direct (no veto) mode. The 
measurement time was about 6 months. 

Table 1 The background characteristics of the BGe 
inside the UL 

Line/ 
region 
(keV) 

Radionuclide/ 
series/ 
nuclear 
reaction 

Intensity  
(10-3 s-1) 

MDA 
(mBq) 

for 
100ks 
Water 
matrix 

40-2700 - 500 - 
46.5 Pb-210/U-238 0.38(11) 1500 
53.2 U-234 - 9400 
63.3 Th-234 - 700 
72.8 Pb-X-Kα2 3.1(1) - 
75 Pb-X-Kα1 6.2(1) - 

84.9 Pb-X-Kβ1 4.2(1) - 
87.3 Pb-X-Kβ2 1.49(6) - 
92.5 Th-234 - 100 

143.8 U-235 - 20 
163.4 U-235 - 110 
200.3 U-235 - 100 
238.6 Pb-212/Th-232 0.83(4) 40 
242 Pb-214/U-238 0.20(2) - 

295.2 Pb-214/U-238 0.71(4) 40 
338.3 Ac-228/Th-232 0.15(2) - 
351.9 Pb-214/U-238 1.26(5) 30 
477.6 Be-7 - 40 

510.8+511 
Tl-208/Th-
232/ANN 

7.0(1) 
- 

583.2 Tl-208/Th-232 0.30(3) 56 
609.2 Bi-214/U-238 1.08(5) 60 
661.7 Cs-137 0.10(5) 9 
727.3 Bi-212 - 200 

803.3 
Pb-206 (n,nI) 

Pb-206 
0.11(2) 

- 

911.2 Ac-228/Th-232 0.25(2) 110 
969 Ac-228/Th-232 0.11(2) 80 
1001 Pa-234m - 1300 

1120.4 Bi-214/U-238 0.28(3) - 
1173.2 Co-60 - 19 
1332.5 Co-60 - 11 
1238.1 Bi-214/U-238 0.09(2) - 
1460.8 K-40 3.27(9) 850 
1764.6 Bi-214/U-238 0.49(3) 230 

2103.7 
2614.5SE/Tl-

208 
0.13(2) 

- 

2204.2 Bi-214/U-238 0.15(2) - 
 2614.5 Tl-208/Th-232 1.05(5) - 

 

The fourth column of the same table presents 
minimum detectable activity (MDA) calculated for 
predicted measurement time of 100000 seconds 
(approximately one day) for cylindrical sample 
(volume of 120cm3) situated on the top of the detector. 
Efficiency calibration was obtained by GEANT4 
simulation toolkit as well as experimentally using 
appropriate standard. The difference between the two 
efficiency calibration curves is less than 5% for sample 
of water matrix, which MDA is here presented. MDA 
values are calculated as MDA=LD/(t x Eff x p), where 
the LD=2.71+4.65B1/2 is detection limit. B is 
background at the energy of gamma-ray line with 

absolute detection efficiency Eff and emission 
probability p. If the predicted measurement time t is 
valued in seconds then MDA values have Bq unit. The 
obtained MDA values are presented for water matrix 
cylindrical samples in bottles with volume of 120cm3. 

With the BPS currently positioned rather high over 
the detector top, at a vertical distance of 60cm from 
the top of the lead castle, in order to allow for the 
placing of voluminous sources in front of the vertically 
oriented detector, the off-line reduction of this integral 
count by the CR veto condition is only about 18%. Up 
to a factor of two might be gained if the veto detector 
were to be positioned at the closest possible distance 
over the BGe detector. This configuration requires 
some changes of the lead shield including introducing 
a sliding lead lid. Such a new shielding and veto 
configuration would be additionally reduce gamma-ray 
background up to the same  factor that corresponds to 
factor of reduction expected for cosmic rays. 

We do not insist on the lowering of statistical errors 
which depend on background levels solely and are 
difficult to reduce further with available means, but 
rather emphasize its stability due to the low and 
controlled radon concentration in the laboratory. This 
is essential, especially in NORM measurements, and 
makes our system virtually free of systematic errors as 
compared to systems which operate in environments 
where radon is not controlled. In that systems the 
reduction of post-radon background activities is 
achieved by flushing the detector cavity with liquid 
nitrogen vapor, where the transient regimes during 
sample changes and possible deposition of radon 
progenies may introduce systematic uncertainties 
which are difficult to estimate. 
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RELATION BETWEEN DAILY GAMMA-RAY BACKGROUND AND RADON VARIABILITY  
IN THE UNDERGROUND LOW-LEVEL LABORATORY IN BELGRADE 
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Abstract. The most important background source in low-level gamma-ray spectrometry is radon which additionally 
causes background variability. Intensive daily radon variation at the same time with daily variation of gamma-ray 
background was already measured in our ground level laboratory. The new simultaneously measurements of radon 
concentration and gamma-ray background performed in the underground laboratory and correlation between them 
in a wide range of radon concentration was analyzed. 

Key words: gamma-ray background, radon variability, underground laboratory 

1. INTRODUCTION 

Correlation between diurnal variation of radon 
concentration and intensities of postradon background 
lines measured simultaneously in a surface laboratory 
was already analyzed, [1]. Daily variation of postradon 
gamma-ray lines intensity is important as a source of 
systematic error in low-level NORM-sample 
measuring, containing Ra-226. Background 
measurement in the underground laboratory, as well 
radon monitoring, [1], did not show obvious neither 
radon progenies nor radon daily periodicity but the 
new measurements inside the underground laboratory 
were done.  
 
Description of laboratories, measuring techniques and 
used detectors is shown in detail in [1,2]. 
 
Radon concentration is known to vary considerably, 
depending on many parameters, but one of the most 
important is ventilation rate. For indoor spaces is 
known that depending of ventilation rate, equilibrium 
factor between radon concentration and its progenies 
is expecting to vary from 0.3 to 0.7. The UL is equipped 
with ventilation system which provide a low value of 
radon concentration due to, among other factors, 
constant exchange rate of fresh air thus radon 
monitoring should be preferably performed together 
with atmospheric parameters. 

2.  PRELIMINARY MEASUREMENTS 

In order to prepare a new setup of „radon vs. 
postradon“ measurement inside the UL, the results  
from several different radon measurements proved 
useful. 
 

Radon measurement using track detectors at several 
positions within the UL was done, during ventilation 
was switched on. Preliminary results show significant 
inhomogeneity in spatial distribution of radon 
concentration after 6 months of track detectors 
exposition. For this long time period a single value of 
radon concentration obtained by each track detector 
can not see diurnal radon variability inside the UL (air 
volume of 135 m3).  
 
For the last six years, radon concentration inside the 
UL was measured several times during transition 
ventilation regime. From the low avereged value (about 
10 Bqm-3) with ventilation on mode, radon 
concentartion rised lineary after ventilation was 
switched off up to saturated value. Rising time lasted 
for several days (3 to 4) while mean saturated value of 
radon concentartion varied from 300 Bqm-3 up to 900 
Bqm-3, which strongly depends on ambiental 
parameters and eventually on season. Obviously, 
diffusion rate of radon from 4pi surrounding soil and 
concrete must be measured precisely. For radon 
progenies spatial distribution is very important 
deposition rate of radon progenies on the walls of lead 
shielding as well on the detector itself. Relationship 
between deposition and attachment rates in Jacobi 
room model, [3], can be tested in order to explain 
spatial radon progenies distribution in the UL. 
 
Additional preliminary result obtained using radon 
monitor (RM) positioned in front of one fresh-air inlet 
inside the UL, for ten days. The measured values of 
radon concentration have been often below detection 
level of the instrument, detecting a zero value, which 
confirms that radon-free air enters to the lab. 
 
Finally, radon was simultaneously measured using a 
Rad7 detector for inside and RM for outside positions 
of lead shielding of the germanium detector (VGe). 
That measurements were conducted in ventilation „on“ 
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regime, as well when ventilation was switched off. 
After a month of measurement there was no difference 
in radon concentration measured between two radon 
detectors, figure 1. The sampling time of both detectors 
was set to 12 hours during ventilation on mode in order 
to minimize statistical errors, and only 2 hours after 
ventilation was switched off.      

 

Fig. 1 Radon measurement inside and outside the lead 
shielding of the VGe detector 

3.  MEASUREMENTS AND RESULTS 

The gamma-ray background was measured 
simultaneously using two germanium detectors, VGe 
(35% relative efficiency) and MGe (13%), both without 
any passive shielding. The germanium detectors were 
mutually separeted about 4 meters while the MGe was 
positioned near wall, the VGe was about 1.5 meters far 
of the side walls. The both with vertical dipstick of 
cryostat configuration stayed on the ground with active 
detectore volume positioned about 80cm above the 
ground. In the same time, RM has monitored radon in 
position close to the VGe, figure 2. 
 

  
Fig. 2 Positions of detectors inside the UL 

The RM, model SN1029, is used by readings on every 
thirty minutes, which was the same time chosen for 
sampling intensities of postradon lines in time series of 
germanium detectors. 
Correlation between radon concentration and 
postradon line intensites during ventilation on and off 
regimes was analyzed. One cycle of two consecutive 
ventilation regimes, on then off, presented on figure 3. 
Here are presented just two most intensive ones at 
352keV from Pb-214 and at 609keV from Bi-214. 
 

 
Fig. 3 Radon concentration and postradon line intensities 

variations inside the UL 

On the figure 3, radon concentration values are shifted 
up for 400 to emphasize similarity of variations, 
especially between radon and radon progenies 
measured by VGe. Due to smaller detection efficiency 
of smaller MGe detector, one can expect better 
correlation between the VGe and the RM, additioanally 
because of spatial radon distribution and separeted 
positions of germanium detectors. The other postradon 
lines which have smaller intensities do not show 
obvious variation even in rising part of radon, during a 
tree days after ventilation was switched off.    
 
When the ventilation was switched on, both radon 
concentartion and postradon line intensites had almost 
constant values. For the chosen sampling time of 30 
minutes, detection sensitivity of the RM is too low to 
register non zero values, when the ventilation is on and 
the mean value of radon concentartion is only about 10 
Bqm-3. 
 
When the ventilation was in “on” regime there was no 
significant variation in radon and postradon measured 
values. From the figure 2 is obvious that postradon 
values follows each other, more for the same 
germanium detectors, and less comparing to radon 
data. When radon concentration achieved saturation in 
“off” regime, expected daily variation of both values 
can not be proved using even sophisticated Lomb-
Scargle periodogram analysis, [2], because of a short 
measuring period. A poor statistics  is reason, too, why 
any time lag effect between 609 keV (from Bi-214) and 
352 keV (from Pb-214) did not registered.    
 
Pearson correlation coefficient (Pcc) determined for 
every combination of variables in rising part of 
ventilation “off” regime, table 1. 
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Table 1 Pcc for every combination of variables in 
rising part of ventilation “off” regime 

Pcc Radon 
VGe 
352 

VGe
609 

MGe
352 

MGe
609 

Radon 1 0.78 0.77 0.70 0.69
VGe-352 0.78 1 0.88 0.76 0.79
VGe-609 0.77 0.88 1 0.78 0.80
MGe-352 0.70 0.76 0.78 1 0.76
MGe-609   0.69 0.79 0.80 0.76 1 

 

Slightly smaller correlation coefficient for radon and 
MGe lines combination compared to that between 
radon and VGe lines can be caused by difference in 
radon concentration on the two different positions of 
germanium detectors. On the contrary, there is a 
strong correlation for the same postradon line detected 
by both Ge detectors. Similarly, the Pcc value for 352 
vs. 609 combination of the MGe detector is slightly 
smaller than that of the VGe detector, which can be 
caused by the same reason mentioned above. 
Obviously, there is a need for further investigations for 
getting better explanation with better statistics. 

 

In another ventilation “on/off” cycle after short period 
in ventilation “off” regime, radon concentration drops 
down immediately when ventilation was switched on. 
Then, the surfaces of both germanium detectors was 
cleaned thoroughly by alcohol, but in a new cycle the 
differences in postradon line intensities did not 
detected. As the both germanium detectors were in 
lead shielding before, for a long time period, we can 
conclude indirectly that attachment rates of aerosol 
particles on detector surfaces, measured via postradon 
progenies, have small values. 

4. CONCLUSIONS 

Correlation between daily gamma-ray background and 
radon variability was tested in the underground low-
level laboratory in Belgrade using two unshielded 
germanium detectors and single radon monitor. 
 
Pearson correlation coefficients are determined for 
every combination of variables in rising part of 
ventilation “off” regime. Daily variations in radon and 
postradon lines did not registered in ventilation “on” 
regime, as well as in saturated radon atmosphere 
during ventilation “off” regime. Hence, there is a need 
for further investigations for getting better statistics to 
explain radon behavior inside the underground 
laboratory. 
 
The majority of commercial available active radon 
detectors have sensitivity threshold of radon detection 
about 10 Bqm-3. Radon atmosphere inside the 
underground laboratory with long-term low radon 
concentration seems to be suitable place for some kind 
of radon chamber. 

Acknowledgement: This work is supported by the 
Ministry of Education, Science and Technological 

Development of Republic of Serbia under project 
III43002.  

REFERENCES  
 

1. R. Banjanac et al., “Daily variations of gamma-ray 
background radiation and radon concentration”, Rom. 
Journ. Phys., Vol. 58, Supplement, P. S14–S21, 
Bucharest, 2013 

2. V. Udovičić et al., “Radon problem in an underground 
low-level laboratory”, Radiat. Meas. , Volume 44, Issues 
9–10, October–November 2009, Pages 1009–1012, 
Proceedings of the 24th International Conference on 
Nuclear Tracks in Solids 

3. N. Stevanovic, V.M. Markovic, D. Nikezic, “Relationship 
between deposition and attachment rates in Jacobi 
room model”, Journal of Environmental Radioactivity 
101 (2010) 349-352 



 Physics Procedia   59  ( 2014 )  63 – 70 

Available online at www.sciencedirect.com

1875-3892 © 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Selection and peer-review under responsibility of Guest Editor: Mr. Stephan Oberstedt - stephan.oberstedt@ec.europa.eu
doi: 10.1016/j.phpro.2014.10.010 

ScienceDirect

© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Selection and peer-review under responsibility of Guest Editor: Mr. Stephan Oberstedt - stephan.oberstedt@ec.europa.eu

http://crossmark.crossref.org/dialog/?doi=10.1016/j.phpro.2014.10.010&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.phpro.2014.10.010&domain=pdf


64   N. Veselinović et al.  /  Physics Procedia   59  ( 2014 )  63 – 70 



 N. Veselinović et al.  /  Physics Procedia   59  ( 2014 )  63 – 70 65



66   N. Veselinović et al.  /  Physics Procedia   59  ( 2014 )  63 – 70 



 N. Veselinović et al.  /  Physics Procedia   59  ( 2014 )  63 – 70 67



68   N. Veselinović et al.  /  Physics Procedia   59  ( 2014 )  63 – 70 



 N. Veselinović et al.  /  Physics Procedia   59  ( 2014 )  63 – 70 69



70   N. Veselinović et al.  /  Physics Procedia   59  ( 2014 )  63 – 70 



 Physics Procedia   59  ( 2014 )  125 – 131 

Available online at www.sciencedirect.com

1875-3892 © 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Selection and peer-review under responsibility of Guest Editor: Mr. Stephan Oberstedt - stephan.oberstedt@ec.europa.eu
doi: 10.1016/j.phpro.2014.10.020 

ScienceDirect

GAMMA-2 Scientific Workshop on the Emission of Prompt Gamma Rays in Fission and Related
Topics

Shape-isomer studies with resonance neutron capture
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Abstract

An experiment searching for formation of super-deformed shape isomers in odd uranium isotopes following neutron capture is

designed at the GELINA neutron source of IRMM. We focus on neutron energies around the so-called intermediate structure in

the fission cross-section, where the coupling between compound states above the first and the second minimum is largest. The

experimental arrangement is described. The results of a feasibility study on the population of the shape isomer in 235U, using a
234U target, together with the results from first run with a 238U target are presented.

c© 2013 The Authors. Published by Elsevier B.V.

Selection and peer-review under responsibility of Joint Research Centre - Institute for Reference Materials and Measurements.

Keywords: shape isomer; neutron capture; neutron resonances; intermediate structure;

1. Introduction

Introduction of microscopic shell corrections into macroscopic liquid drop model (Strutinski V.M., 1967) led to the

picture of doubly-humped barrier in actinide nuclear binding energy. The concept successfully explained intermediate

structure in sub-threshold fission cross sections as well as the existence of shape isomers.

Many research effort since 1960s resulted in the discovery of various shape isomers and in the characterization of

their fission barriers. A (relatively) recent review lists 35 shape isomers (Singh et al., 2002). However, data for shape

isomers of odd-N uranium isotopes are still lacking. Since the pioneering work on 239U of Oberstedt and Gunsing

(Oberstedt and Gunsing, 1998) and on 235U of Oberstedt et al. (Oberstedt et al., 2007) no new results are published. It

is our intention to study shape isomers of 239U and 235U by means of (n, γ) reaction. We plan to investigate the γ-decay

of the shape isomer back to the normal ground state by γ-spectroscopic methods. In order to study the feasibility of

our concept we conducted two test experiments with the two named uranium isotopes, and the results are presented in

this paper.
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Fig. 1. (a) Detector setup and; (b) data acquisition system.

2. Experimental details

Both the 234U and 238U measurements are performed at the GELINA pulsed white energy neutron source of the

Institute for Reference Materials and Measurements (IRMM) in Geel, Belgium. The host measurement station is at

10 m nominal distance from the neutron production target. Our detector system consists of four n-type coaxial HPGe

detectors of 45% relative efficiency. Two detectors are produced by (Canberra, 2007) and two by (Ortec, 2004). All

detectors are electrically cooled. The energy resolution at Eγ = 1332.5 keV (60Co) ranges from 2.1-2.4 keV, measured

with 2μs shaping time.

The data acquisition system is based on a Delta-T data-acquisition (DAQ) system (Send GmbH, 2000) and the

GENDARC on-/off-line data analysis software, which was developed at IRMM (Figure 1). One output from the

detector preamplifier (PA) is used to determine the amplitude of the signal. After amplification and shaping (Amp)

the signal is digitized (ADC) and fed into the DAQ. The second PA output is used for obtaining the neutron time-of-

flight information. The signal is fed into a timing filter amplifier (TFA) and constant fraction discriminator (CFD)

for accurate timing. During the feasibility study timing problems were enhanced due to noise, appearing with the

frequency of the linac electron beam.

For neutron time-of-flight (TOF) determination we use the signal, t0, which comes from the electron burst just

before impinging on the mercury-cooled uranium target used for neutron production, as start signal. The stop signal

is generated from any HPGe detector which has registered an event. The difference of both signals is the TOF, from

which the neutron energy may be calculated. To avoid the γ-flash triggering the DAQ a 10μs anti-coincidence gate

following the t0 signal is applied.

3. Results

3.1. 234U run

Experimental setup for the 234U run has been described in the previous section and schematically represented on

Fig. 1. The experiment has been performed in the frame of the EUFRAT trans-national access programme at IRMM

(Eufrat, 2011). The 234U target was a 3.0 cm disc made from 2.1285(1) g of 234U (99.077%, 235U: 0.076%, 236U:

0.057%, 238U: 0.79%). The major difficulty in the experiment stems from the high intrinsic activity of the target

(5.8 × 108 Bq). Total count rate in the detector system is 104 cps, even in beam-off condition. With the neutron beam

on the target the experimental spectrum is still dominated by the target activity, arising mainly from the presence of

the isotope 232U with T1/2 = 68 y and, therefore, very high specific activity. Two isotopes from 232U decay chain are
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Table 1. List of observed neutron resonances in the 234U time-of-flight spectrum. The two resonances at 59 and 142.2 eV could not be attributed to

any isotope present in the target or set-up, yet.

TOF (μs) En(eV) En(eV) TOF (μs) En(eV) En(eV)

(calibrated) (tabulated value) (calibrated) (tabulated value)

144.4 29.5 31.13 61.5 187.8 187.52

116.5 46.4 48.56 58.0 214.0 208.4

106.2 59.0 - 55.8 233.8 237.8

93.2 75.0 77.38 53.2 261.1 258.3

84.9 91.9 94.29 49.9 302.6 307.5

80.2 103.9 106.13 46.1 363.2 359.1

78.5 108.9 111.06 43.6 416.3 412.6

69.8 142.2 - 42.9 431.8 436.3

69.0 144.8 146.25 40.8 485.9 489.0

67.7 151.1 152.16 40.0 511.9 511.0

63.2 176.1 176.18 39.4 529.9 526.2

62.4 181.5 182.49

responsible for the majority of γ-lines in the spectrum: 208Tl and 212Po. Observed γ-lines from these two isotopes are

listed here:

208Tl : 485.95 keV, 510.77 keV, 583.19 keV, 650.10 keV, 763.13 keV, 821.20 keV, 860.56 keV,

927.60 keV, 982.60 keV, 1093.90 keV, 1282.80 keV, 1592.5 keV, 2103.51 keV, 2614.51 keV.
212Po : 727.33 keV, 893.39 keV, 952.12 keV, 1078.63 keV, 1109.7 keV,

1512.8 keV, 1620.74 keV, 1679.45 keV, 1806.0 keV.

In the time-of-flight spectrum resonant structures are observed and attributed to capture resonances in 234U (see

Table 1). In addition to the tabulated 234U resonances, two resonances at energies 59 eV and 142 eV are observed in

the time-of-flight spectrum.

Although resonances are present, spectra produced with cuts on resonant part of TOF curve does not differ signif-

icantly from spectra obtained from the non-resonant part. Prospects for observation of shape isomer population are

not favourable without allowing for longer measurement time and without setup improvement.

3.2. 238U run

A test measurement with 238U target was performed for a live time of 320270 s. The target is a disk of 11.1 cm

radius, made from depleted uranium (0.2% of 235U). Four HPGe detectors are arranged similarly as in the 234U run,

at 40 cm distance from the target. Two detectors are positioned at 90o and the two others at 115o with respect to the

neutron beam. Recorded spectra are highly complex, with more than 200 γ-lines arising from natural background,

radiation from the target, and neutron-induced radiation in the accelerator wall, detectors or other materials present in

the laboratory. A summary of all γ-lines identified in the spectrum together with the corresponding count rate is given

below. Some lines which should be present in the spectra but were not found are indicated as ”below detection limit”

(below DL).

3.2.1. Radiation from the target

234mPa : 258.2 keV (0.44 cps), 742.8 keV (0.84 cps), 766.4 keV (3.12 cps), 921.7 keV (below DL),

1001.03 keV (4.98 cps), 1237.3 keV (0.30 cps), 1737.7 keV (0.11 cps),1831.5 keV (0.07 cps),

1867.7 keV (0.06 cps), 1875.5 keV (0.04 cps).
234Pa : 569.3 keV (below DL), 926.4 keV (0.14 cps).
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3.2.2. Environmental radiation

238U decay chain (other than 234mPa and 234Pa)

214mBi : 609.3 keV(below DL), 665.5 keV(0.04 cps), 806.2 keV(below DL), 1120.3 keV(0.62 cps),

1377.7 keV (below DL), 1408.0 keV (0.15 cps), 1764.5 keV (0.63 cps),1847.4 keV (0.02 cps),

2204.2 keV (0.33 cps), 2447.9 keV (0.1124 cps).
214Pb : 351.9 keV(below DL).

232Th decay chain

228mAc : 338.3 keV(0.60 cps), 726.9 keV(below DL), 755.3 keV (0.10 cps), 795.0 keV (0.21 cps)

911.2 keV (0.91 cps), 969.0 keV(0.54 cps), 1588.2 keV(below DL),1630.6 keV (0.05 cps).
212Pb : 238.6 keV (2.44 cps).
212Bi : 727.2 keV(below DL), 1620.6 keV(below DL).
208Tl : 277.4 keV (0.85 cps), 583.2 keV (1.24 cps), 860.6 keV (0.21 cps), 2614.5 keV (1.01 cps).

40K: 1460.8 keV (6.08 cps)

3.2.3. Neutron induced radiation

In detectors. Many γ-lines arising from neutron capture on Ge isotopes are visible, but not lines from neutron inelas-

tic scattering, indicating absence of fast neutrons in the fly path. Lines from 115In(n, γ) reaction are found in Ortec

detectors only.

73Ge(n, γ) : 492.9 keV (1.01 cps), 595.9 keV(8.10 cps), 608.4 keV (below DL), 638.8 keV (0.03 cps),

701.5 keV (0.31 cps), 867.9 keV (2.50 cps), 961.05 keV(below DL), 1033.1 keV (0.02 cps),

1131.4 keV (0.16 cps), 1204.2 keV (1.41 cps), 1267.7 keV (0.04 cps), 1471.6 keV (0.16 cps),

1489.3 keV (0.11 cps), 1942.0 keV (below DL), 2073.7 keV (0.12 cps), 2368.2 keV (0.02 cps).

70Ge(n, γ) : 283.3 keV (0.16 cps), 391.4 keV (0.24 cps), 500.0 keV (4.22 cps), 708.1 keV (1.95 cps),

747.1 keV (0.51 cps), 808.1 keV (below DL), 831.3 keV (1.07 cps), 1026.4 keV (0.09 cps),

1095.5 keV(below DL), 1096.1 keV(below DL), 1139.2 keV (0.70 cps), 1298.6 keV (0.89 cps),

1378.7 keV(below DL), 1416.0 keV (0.07 cps), 1598.5 keV (0.31 cps), 1743.4 keV (0.07 cps),

1965.0 keV (0.29 cps), 2032.7 keV (0.09 cps), 2351.0 keV (0.14 cps), 2534.4 keV (0.12 cps),

2675.8 keV (0.06 cps).

72Ge(n, γ) : 297.2 keV (2.83 cps), 1250.1 keV (0.05 cps).

74Ge(n, γ) : 253.0 keV (2.34 cps), 575.0 keV (0.66 cps), 632.4 keV (0.32 cps), 2138.7 keV (0.01 cps).

115In(n, γ) : 272.9 keV (0.47 cps), 385.1 keV (0.13 cps), 416.9 keV (1.42 cps), 818.6 keV (0.27 cps),

1293.4 keV (1.81 cps), 2112.1 keV (0.44 cps), 2390.1 keV (0.20 cps), 2801.0 keV (0.04 cps).

In concrete walls. Typical concrete contains oxygen, silicon, hydrogen, calcium, aluminium, magnesium, iron etc. In

accelerator walls, neutron shielding materials, such as boron are also present. Some of the most intense γ-lines in the

spectrum are generated in neutron interactions with wall material.

28Si(n, γ) : 1273.3 keV(below DL), 1867.3 keV(below DL), 2092.9 keV(below DL), 2425.5 keV (0.04 cps).
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1H(n, γ)d : 1711.9 keV (0.81 cps), 2223.1 keV (10.39 cps).

40Ca(n, γ) : 1942.6 keV(below DL), 2001.6 keV (0.11 cps), 2009.8 keV (0.09 cps).

27Al(n, γ) : 983.0 keV (0.16 cps), 1013.7 keV (0.09 cps), 1526.1 keV (0.06 cps), 1778.6 keV (4.61 cps),

2271.6 keV (0.05 cps), 2282.7 keV (0.10 cps), 2577.7 keV (0.06 cps), 2590.0 keV (0.09 cps),

2821.9 keV(0.0858cps).

56Fe(n, γ) : 352.4 keV(below DL), 366.7 keV (0.26 cps), 569.9 keV (below DL), 692.0 keV (0.80 cps),

884.7 keV (0.32 cps), 898.3 keV (0.37 cps), 920.8 keV (below DL), 1019.0 keV (0.32 cps),

1197.3 keV (below DL), 1358.7 keV (0.09 cps), 1612.8 keV (0.57 cps), 1674.6 keV (0.02 cps),

1810.5 keV (0.25 cps), 2066.2 keV (0.17 cps), 2091.8 keV(below DL), 2129.5 keV (below DL),

2721.2 keV (0.10 cps).

10B(n, α)7Li 477.7 keV (52.62 cps)

In other lab material. Among other materials found in the laboratory, noticeable contribution to spectrum comes

from cadmium, used as overlap filter, and chlorine, since certain amounts of PVC are always present.

113Cd(n, γ) : 558.4 keV (2.85 cps), 1364.3 keV (0.13 cps),1660.4 keV (0.09 cps), 2660.1 keV (0.04 cps).

35Cl(n, γ) : 786.3 keV(below DL), 788.4 keV (below DL), 1164.8 keV (0.86 cps), 1951.1 keV(below DL),

1959.3 keV(below DL), 2863.8 keV (0.12 cps).

3.3. Coincidences

A time-to-amplitude converter was operated between detectors 3 and 4 (cf. Figure 1). Lines present in summed

spectrum with a cut on the peak in TAC curve are listed in Tab. 2.

The majority of coincident γ-lines occurs as consequence of interactions of neutrons, backscattered from the target,

with the detectors.

3.4. Neutron resonances

The integral time-of-flight spectrum is presented in the left part of Fig. 2. In there three characteristic regions are

indicated, (I) γ-flash, (II) resonance region and (III) far delayed non-resonant region below the lowest resonance at

6.671 eV.

Calibration of TOF curve yields the list of observed neutron resonances. Resonances important for class-II states:

173.18 eV and 721.58 eV are not observed due to long dead system time after γ-flash. Summed γ-ray spectrum from

all four detectors with the gate on 6.671 eV resonance compared to background spectrum is shown on Fig. 3.

4. Conclusions

The purpose of the presented feasibility study was to test functionality of the present setup and to provide us with

guidance on how to improve it. Several important conclusions can be drawn. First, it is necessary to install properly

designed shielding against different background components. The most deteriorating impact comes from the γ-flash

during neutron production. Due to the proximity of our measurement laboratory to the neutron target hall, the intensity

of the γ-flash is high. It extends the detector dead time, preventing us from reaching the interesting part of the TOF

spectrum in 238U. As a consequence of the long decay time of HPGe preamplifiers (≈ 50 μs), all other pulses sum

with γ-flash pulse, which leads to lower resolution, distorted peak shape and peak shifting. The energy distribution
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Table 2. Coincident spectrum between detectors 3 and 4.

No Energy(keV) FWHM(keV) Net count Identification

1 272.7 2.07 157 115In(n, γ)
2 324.9 1.08 192 70Ge(n, γ)+72Ge(n, γ)
3 416.8 2.13 508 115In(n, γ)
4 478.7 0.89 692 10B(n, α)7Li

5 492.9 1.87 145 73Ge(n, γ)
6 500.1 2.62 245 70Ge(n, γ)
7 511.2 3.87 2303 ANN

8 558.8 1.02 80 113Cd(n, γ)
9 595.9 2.37 2519 73Ge(n, γ)

10 608.5 1.99 416 73Ge(n, γ)
11 701.5 0.93 104 73Ge(n, γ)
12 708.3 1.08 134 70Ge(n, γ)
13 818.8 0.63 82 115In(n, γ)
14 867.9 3.07 852 73Ge(n, γ)
15 960.7 2.07 189 73Ge(n, γ)
16 1000.8 0.58 73 234mPa

17 1096.8 2.18 243 115In(n, γ) +70Ge(n, γ)+70Ge(n, γ)
18 1203.6 2.24 187 73Ge(n, γ)
19 1293.4 2.18 396 115In(n, γ)
20 2223.3 1.69 277 1H(n, γ)d

of γ-flash is rather broad, centered around 250 keV (Plompen et al., 2010). A good compromise for attenuation of as

much of γ-flash radiation as possible and non-attenuation of neutron flux would be 2 cm lead shield installed close to

the neutron production target well behind the wall.

Another source of background are neutrons, present even with closed shutter on the flight path. They amount to

about 15% of neutrons in the interesting energy range, but carry no timing information. Neutron induced radiation

in the accelerator wall results in many γ-lines in all parts of the spectrum. These background components could be

treated by graded shield consisting of a moderator (such as paraffin or polyethylene), a neutron absorber (made from

material with high capture cross section) and a γ-shielding (typically lead). If placed close to the detector, lead can

serve also as a shield against environmental radiation.

Usefulness of coincident spectrum would be significantly enhanced if additional shield from target-scattered neu-

trons is placed in front of the detectors. Low-Z, low density material with high neutron scattering cross-section is

ideal.

Transition from analog to digital data acquisition would further improve the setup. It would allow to employ pulse

shape analysis to further suppress the impact of the γ-flash.
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Fig. 2. Left part: TOF spectrum with marked regions: I - γ-flash region, II - resonant region and III - far delayed region and; Right part: zoom into

region II

Fig. 3. Right part: the identified γ-lines from neutron capture in 238U in the resonant region not visible in the non-resonant TOF region; Left part:

Identified γ-lines in 239U as indicated in the spectrum shown to the left.
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VARIATION OF MUON COSMIC RAY FLUX RECORDED BY BELGRADE  
COSMIC RAY STATION DURING DECEMBER 2015 AND COMPARISON  

WITH EUROPEAN NEUTRON FLUX MONITORS 
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The Solar activity in rather quiet 24th Solar cycle had it’s maximum in 2014. The year 2015 is 
the year of declining Solar activity, and still interesting variation of Cosmic ray flux are evident. In 
this paper we present the results of measurements of muon flux variations in the second part of 
year 2015, especially December’s variations. The Cosmic ray flux is continually monitored at the 
Belgrade Muon Cosmic Ray station in the Low background Laboratory in the Institute of Physics 
Belgrade. The measurement of Muon flux is compared with measured neutron flux, also 
originating from Cosmic rays, which was recorded at several European Neutron monitor stations. 
The Belgrade data correlates very well with Neutron monitors measurements. The significant 
variations in Cosmic ray flux are discussed. Additionally, December event was discussed in the 
light of Solar activity during the current 24th and previous two Solar cycles. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
  

 






